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ABSTRACT
The human body relies on controlled breathing to ensure oxygen reaches all cells while filtering out contaminants to

protect the lungs. However, infections like the Delta virus and SARS-CoV2 (COVID-19) have led to Acute Respiratory
Distress Syndrome (ARDS), requiring urgent medical care, including mechanical ventilation. The overwhelming number
of patients has strained healthcare organizations and workers, necessitating advancements in automated healthcare
technology. To address this challenge, we propose a novel solution to predict pressure in mechanical ventilation (MV)
for various lung illnesses. The goal is to accurately predict the pressure within the respiratory circuit, which poses a
challenging sequence prediction issue. To tackle this, we employ a cutting-edge deep learning approach known as Long
Short-Term Memory (LSTM), which exhibits remarkable performance in selectively recalling patterns over time. While
traditional recurrent neural networks (RNNs) can handle short-term patterns well, the introduced LSTM technique excels
in managing complex sequence prediction problems. Comparing the proposed method with four existing algorithms, the
researchers demonstrate that their approach achieves significantly higher accuracy. The impressively low error rate of
1.85 × 10−7 showcases a substantial improvement over existing system. This groundbreaking advancement has the
potential to alleviate the pressure on the current healthcare infrastructure and significantly improve care for patients in
need of mechanical ventilation due to respiratory issues.
Keywords: LSTM; deep learning; lung pressure prediction; RNN; COVID-19

1. Introduction
The lungs are the main organs that are active in the process of

breathing in and out. A human being’s lungs may be found on both the
left and right sides of their chest. The size of the left lung is much less
than that of the right lung, which frees up more room for the heart. With
each breath, the chest goes through a rhythmic expansion and
contraction. This is because the lungs expand during inhalation, but
contract during exhalation. The reason for this is because the lungs
expand during inhalation but contract during exhalation. Bringing
oxygen into the circulation is the job of the lungs, which are the organs
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that make up the respiratory system. Blood that is low in oxygen and rich in carbon dioxide is pumped from 
the heart to the lungs by the heart. The lungs then take this blood in via the air that they breathe. During the 
process that is referred to as “cleaning”, the blood that is found inside the lungs goes through a series of events 
in which it takes in oxygen and releases carbon dioxide. When a person breathes out, they give off carbon 
dioxide into the air, and when they breathe in, oxygen is absorbed into their lungs[1]. 

Lung problems are one of the leading killers in developed nations. Smoking, toxic environments, and 
chronic inflammation are just a few of the factors that have negative impacts that often result in lasting injury. 
Failure of the lungs may cease breathing, which can cause death. Numerous diseases and ailments, such as 
pneumonia, heart failure, COVID-19, and many more, may result in lung failure. A person who is unable to 
breathe on their own or who has respiratory problems needs some kind of external support in order to help 
them breathe. The patient uses a mechanical ventilator to get this assistance, but if they’re in a stable condition, 
they’ll be weaned off of it and won’t require it anymore[2]. The oxygen content in the patient is automatically 
adjusted by MV using a Proportional Integral Derivative (PID) control algorithm in accordance with the 
patient’s needs. The patient’s breathing frequency, oxygen level, and other physiological data points are used 
by these controllers to assist the patient stabilize and provide the right quantity of oxygen. The system’s inputs 
include the oxygen and carbon dioxide concentrations as well as air resistance. These ventilators are designed 
to respond to changes in the patient’s breathing frequency by assisting in the adjustment of the patient’s 
breathing frequency in a manner that is clinically appropriate. Medical professionals with the necessary 
training control and operate mechanical ventilators in a clinical setting[2]. Figure 1 shows working of the 
mechanical ventilator[3]. 

However, there are several restrictions associated with PID controllers. When it comes to an integrated 
process with a large degree of time delay, performance is poor. It is difficult to accurately depict subtle changes 
or deviations. There is need of Artificial Intelligence (AI) based or automated ventilator which can be used by 
the medical practitioner easily which can control pressure automatically and can use limited amount of oxygen 
which is required to heal up the patient. So this paper proposes a deep learning based lunges pressure prediction 
system which can be used by the machine to control the presses and also save the oxygen. 

 
Figure 1. Mechanical ventilator. 

The suggested solution aims to do away with PID controller’s restrictions. Deep learning as proposed can 
function more efficiently. The healthcare system can afford the recommended strategy. One patient will need 
fewer workers to ventilate, which might be beneficial, especially in pandemic situations. The acute respiratory 
syndrome has been responsible for the deaths of 2.2% of all COVID-19 infected people worldwide since 
November 2019, according to data from the Virus Centre at Johns Hopkins Medicine. Ground Glass Opacity 
(GGO) analysis has shown that COVID-19 mutations, in particular Delta 1, are to blame for pneumonia in 
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both lungs. Many people who have been infected with Delta or one of its variants need sophisticated medical 
treatment, such as invasive mechanical ventilation, due to their ARDS. The main study focus is on the effects 
of COVID-19 variants on the immune system, ground-glass opacity, and the many neoplastic changes that take 
place in the lungs as a consequence of attacks by SARS-CoV2 and other variants. 

Over 170 nations all over the globe have been impacted by the pandemic that is caused by COVID-19. 
Nearly all of the countries that have been hit have seen an alarming rise in the number of people who have 
died from the disease as well as those who have been infected. Many of them loss there life due lack of 
ventilator or Oxygen supply[4]. Details on mechanical ventilators and how they are used in the COVID-19 
pandemic are provided in this section. The necessity for an AI-based autonomous ventilator is also mentioned, 
which may aid the healthcare system by enhancing ventilator efficiency and reducing oxygen use. 

Section 2 reviews some of the method used for lung pressure prediction and its application. Section 3 
presents the suggested deep learning algorithm. Section 4 carries out experiments and analyses the results. In 
Section 5, the study is finished. 

2. Related work 
In this section, we will present a detail overview of the most recent research that have been done for the 

purpose of predicting the development of lung pressure using AI methods and models. 

Hess DR cover basic and advanced respiratory mechanics during mechanical ventilation[5]. He says 
patients who are being mechanically ventilated might have a number of different respiratory mechanics 
evaluated. This may be helpful as an investigation into the underlying pathophysiology of the condition. In 
order to prevent lung damage, an assessment of the patient’s respiratory mechanics may also be utilized to 
adjust the ventilator. Author suggested that there is need of automated ventilator which can control advance 
and basic respiratory. Marchuk et al. demonstrates the feasibility of using the Hidden Markov Model (HMM) 
algorithm to predict ventilator pressure in sedated patients[6]. The study concludes that there is a high 
probability of this event occurring at the chosen threshold value. Unlike previous research that was based on 
short observations of patients with specific conditions, the authors of this study analyzed the entire mechanical 
ventilation period of a diverse group of critically ill ICU patients suffering from a range of illnesses. 

According to the Gunasinghe et al., the early diagnosis and prediction of lung illnesses have become 
crucial in research since they may aid in the usual diagnostic treatment of patients[7]. A machine learning-based 
decision support system aids doctors in making decisions regarding their diagnosis. In addition to lung cancer, 
asthma, chronic obstructive pulmonary disease (COPD), TB, and pneumothorax, the author’s research 
included patients’ breathing problems. The use of a ventilator when it was urgently required was brought on 
by the whole sickness. The choice of parameters for patients is based on their medical monitoring, previous 
medical history, and the clinical expertise of the treating physicians. Oruganti Venkata et al. examine the 
impact of different ventilator settings on patient lung health[8]. They use a Graded Particle Swarm Optimizer 
to analyze the medical data of patients. However, a disadvantage of the study is that patient information was 
manually entered and ventilator parameter values were only collected at random times, not continuously. 

Kulkarni et al. suggest using chest X-ray images of hospitalized COVID-19 patients to determine the need 
for mechanical ventilation[9]. They collected 663 X-ray images from 528 patients and applied the DenseNet121 
deep learning architecture. The images were independently and blindly evaluated by two pulmonary and 
critical care experts for validation. Yu et al. propose method using machine learning to predict mechanical 
ventilation and mortality in COVID-19 patients[10]. The authors used information from 1980 on all COVID-19 
patients to make their predictions. They trained the XGBoost algorithm on demographic information, medical 
histories, ER vital signs, laboratory values, therapies, and smoking and drinking histories of 1036 patients and 
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validated it on 674 more patients. To predict in-hospital mortality, they studied 3491 ER patients using 
CatBoost for training and validation. 

Le et al. present a method for early detection of Acute Respiratory Distress Syndrome (ARDS) using 
supervised machine learning[11]. The study was based on 9919 patient interactions in the Medical Information 
Mart for Intensive Care III (MIMIC-III) database. The XGBoost gradient boosted tree models for ARDS 
prediction were created using routine clinical data and numerical representations of radiology reports as inputs. 
The models were trained and validated using 10-fold cross-validation. Sayed et al. aim to predict the duration 
of mechanical ventilation in Acute Respiratory Distress Syndrome using supervised machine learning[12]. The 
authors obtained data from the first three ICU days after ARDS diagnosis from the MIMIC-III database. During 
those three days, they monitored the progression of the illness to calculate the lung severity using the Berlin 
criteria. Three trustworthy supervised machine learning methods were developed for MV time prediction using 
Python 3.7: Light Gradient Boosting Machine (LightGBM), Random Forest (RF), and XGBoost. The eICU 
database was used for external validation. 

Patil et al. propose Medical Cyber Physical system for upcoming society, i.e., society 5.0. e-Healthcare 
will be the subject of most study in society 5.0[13]. Mechanical ventilator powered by AI will improve the e-
Healthcare system. Which may control the pressure of the ventilator and keep an eye on the patient’s breathing.  

The studies reviewed aim to predict the pressure of mechanical ventilators for patients with lung 
disorders[5–13]. Some studies use machine learning algorithms like HMMs, GPSO, DenseNet121, XGBoost, 
LightGBM, Random Forest, and CatBoost to predict pressure. Other studies propose a decision support system 
and a Medical Cyber Physical system to improve the e-Healthcare system. The studies have used diverse 
patient populations and datasets, including COVID-19 patients and data from MIMIC-III and eICU databases. 
All of the studies mentioned in Section 2 make an effort to estimate the pressure of the mechanical ventilator, 
and most of them have utilized the COVID-19 dataset to do so. The outcomes of every strategy are 
advantageous for the modern civilization. But lung-related illnesses are also on the rise as the population grows 
every day. Thus, we need a more effective and precise approach to predict the pressure of the mechanical 
ventilator for the forthcoming society 5.0. In the study, an effort is made to find a better approach to predict 
pressure. 

3. Proposed algorithm 
The proposed methodology for predicting lung pressure is illustrated in Figure 2. The initial step involves 

data collection, dataset generation, and extraction of relevant information from the dataset. Subsequently, the 
gathered data undergoes preprocessing, including feature extraction and scaling. The dataset is then divided 
into a training set and a sample set. A deep learning-based LSTM model is trained using the training set. The 
model is trained to learn patterns and relationships within the data. Following training, the model is evaluated 
using the test data to predict the desired outcome. The performance of the model is assessed based on various 
metrics, such as accuracy. 

If the model’s accuracy falls below the desired threshold or if the model exhibits weaknesses, the process 
from feature extraction is repeated. This iterative approach continues until the model achieves satisfactory 
accuracy and stability, ensuring consistent results across multiple iterations. Once the model meets the desired 
criteria, it can be implemented in applications for smart healthcare systems. The trained model can be 
integrated into these systems to provide accurate predictions of lung pressure, enabling better monitoring and 
management of respiratory health. The proposed methodology involves data collection, preprocessing, LSTM 
model training, iterative refinement, and implementation in smart healthcare applications to facilitate reliable 
predictions of lung pressure. 
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Figure 2. Proposed system engineering framework. 

In proposed system Figure 2, we are going to use LSTM which is deep learning algorithm. To study 
LSTM we need to study neural network and recurrent neural network. 

3.1. Recurrent neural networks 
To comprehend RNN, it is essential to first comprehend what a neural network is. A neural network is a 

collection of algorithms that, by imitating the functions of the human brain, find patterns in input data. 
Artificial Intelligence and machine learning both employ neural networks. Other data kinds, such audio, video, 
and still images, must first be converted into a mathematical form since they can only detect patterns in 
numerical or vector data[14]. A “recurrent neural network (RNN)” is a feed-forward neural network derivative. 
The results of one computation are used as inputs for subsequent calculations in this kind of neural network. 
The outcome of the most recent calculation will be copied by RNNs, and it will be concealed in a state. The 
value that was buried in the previous calculation is taken into account in the subsequent computation together 
with the input that was given for that step. RNN has been determined to be one of the most effective models 
for handling data of this sort. The data that are included in the dataset that we have or that we utilize are in the 
form of a sequence. Using their internal state, RNNs can process input sequences of different lengths 
(memory)[15]. 

Figure 3 shows the working of RNNs in which H is the hidden layer, X and Y are input and output layers 
respectively, Wx is weight associate with current input, Wy is weight associate with output and Wh is weight 
associated with hidden state. The RNN algorithm is based on the idea that the output of each layer is stored 
and then fed back into the system’s input in order to anticipate the output of the corresponding layer. A single 
layer of recurrent neural networks, denoted as H, is created by compressing the nodes from several layers of 
the neural network. The current input is a mixture of the input at x(t) and x(t−1) at any given time t. To enhance 
the output, the output at any given time is fetched back to the network. 

 
Figure 3. Working of RNNs. 

Current state equation is given by Equation (1). 
h t = f (h t−1, Xt) (1) 

Applying tan activation function to the current state is given by Equation (2). 
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h t = tanh (Whhh t−1 + WxhXt) (2) 
where Whh is the weight at the previous hidden state, ht− 1 is previous hidden state calculated by Equation (1), 
Wxh is current hidden state input weight. Xt is current input. Y t is the output of current state and given by 
Equation (3). 

Y t = Wyhh t (3) 
where Wyh the weight at the current output state. The benefit of using RNN in this situation is that it can model 
a series of data to create a model that yields conclusions that rely on the data that came before it. In addition, 
managing a lengthy data sequence is challenging when using an activation function. In this situation, the LSTM 
framework is used. 

3.2. Long Short-Term Memory network 
Modern recurrent neural networks include LSTM networks, which have a memory and can process a 

large sequence of input more quickly. By retaining knowledge for a long time, it has capability to learn long-
term dependencies. Here, the issue of RNNs not having enough memory to retain previously recorded data in 
hidden states for a longer length of time is resolved. The LSTM contains three gates that aid it in making 
decisions and functions quite similarly to a logic circuit[16,17]. Figure 4 represents working of 1 recurrence of 
LSTM where C is the current cell sate. 

 
Figure 4. Working of LSTM. 

LSTMs operate in a three-step process called the “input-forget-output” gate mechanism: 

1) Input gate: the model decides which values should be updated in the cell state. 
2) Forget gate: the model decides which parts of the cell state should be discarded or forgotten. 
3) Output gate: the model decides what to output based on the updated cell state. This output is then used 

as input to the next time step in the sequence. 

Which data should not be included in the cell at that time step is decided by the sigmoid function. Both 
the current state (X t) and the previous state are taken into account while calculating the function (h t− 1). The 
sigmoid function is used to determine the values of these gates, yielding values that fall between 0 and 1. The 
disappearing and expanding gradient issues that might arise in conventional recurrent neural networks are 
solved by LSTMs thanks to these gates (RNNs). For the three gates in Equations (4)–(6), the letters I, F, and 
O stand for input, forget, and output gates, respectively. Each of the letters X, H, W, and b stands for input data, 
hidden state, weights, and biases. 

I t = σ(XtWxi + Ht−1Whi + b i) (4) 
Ft = σ(XtWxf + Ht−1Whf + bf) (5) 
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Ot = σ(XtWxo + Ht−1Who + bo) (6) 
The memory cell, sometimes referred to as the candidate memory cell Mc, is an extra crucial component 

of an LSTM network. With the exception of using the tanh function rather than the sigmoid function, the value 
of the candidate is determined similarly to how the three gates are determined. This results in values that fall 
between the range of −1 and 1. In an LSTM network, the forget gate is responsible for determining how much 
of the information that has been stored in the candidate memory as a result of previous computations is retained, 
and the input gate is in charge of determining whether or not new information should be added to the candidate 
memory during the course of the current computation. A mathematical depiction of this process is given by 
the formula in Equation (7). 

Mc t = Ft ⊙ Mct−1 + I t ⊙ Mc t (7) 

The concealed state cannot be discovered until the LSTM computation is finished. To achieve this, one 
must compute the candidate memory’s tanh, which produces values between −1 and 1. After that, the output, 
which may be any value between 0 and 1, is multiplied by the result. All of the data from the candidate memory 
is transmitted to the hidden state if the output is close to 1. On the other hand, no information is sent if the 
output is near to 0. Equation (8) provides the equation for the hidden state. 

Ht = Ot ⊙ tanh (Mct) (8) 

When performing tasks requiring the collection of both short-term and long-term dependencies in the data, 
such as natural language processing, audio recognition, and time series prediction, LSTMs are often utilized[18]. 
They are a popular option in many machine learning and data analysis applications since using LSTMs instead 
of conventional RNNs may boost accuracy and performance. 

In the field of respiratory mechanics, accurate prediction of lung pressure is important for monitoring 
patient health and managing respiratory diseases. LSTMs are well suited for this task because they are able to 
handle sequential data, such as time series data of lung pressure measurements, and capture both short-term 
and long-term dependencies in the data. In a deep learning approach, LSTMs are trained on a large dataset of 
lung pressure measurements, using the input features, such as flow rate and tidal volume, to predict the 
corresponding lung pressure. 

The trained LSTM model can then be used to make real-time predictions of lung pressure in a clinical 
setting. This approach has the potential to improve the accuracy and efficiency of lung pressure monitoring, 
as well as provide important insights into the dynamics of respiratory mechanics. 

In the results and findings section, the performance of the deep learning approach for lung pressure 
prediction using LSTM is evaluated and analyzed. 

4. Result and discussion 
The proposed algorithm introduces a novel deep learning methodology using Long Short-Term Memory 

(LSTM) networks for lung pressure prediction in mechanical ventilation (MV). The key novelty lies in 
LSTM’s ability to selectively retain and recall relevant patterns over time, making it particularly suitable for 
handling complex sequence prediction problems. To predict lung pressure, the proposed model is trained on a 
dataset of respiratory circuit pressure readings from patients with various lung illnesses. The LSTM network 
learns from the sequential patterns in the data and can accurately forecast the pressure within the respiratory 
circuit, enabling early detection of changes and facilitating timely interventions for patients in need of 
mechanical ventilation due to respiratory issues. 

The results of the deep learning approach for lung pressure prediction using LSTM were evaluated on a 
dataset of lung pressure measurements from patients undergoing mechanical ventilation. A modified open-
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source ventilator[19] was used to create the dataset, and it was then coupled to an artificial bellows[20] test lung 
through a respiratory circuit. Dataset consists of 7600 test data and 50,800 train data.  

Features used in dataset is described below: 

1) Id—Global and Unique time step identity throughout an entire file. 
2) breathed—Global and Unique time step for breaths. 
3) R—lung characteristic that indicates the degree to which the airway is limited (measured in 

cmH2O/L/S). In terms of physics, this refers to the ratio of the change in pressure to the change in flow (air 
volume per time). One may intuitively picture inflating a balloon by blowing air into it with a straw. We are 
able to alter R by adjusting the diameter of the straw; a higher R results in a more challenging blow. 

4) C—lung characteristic giving an indication of how compliant the lung is (measured in mL/cmH2O). 
In terms of the physical world, this is the ratio of the change in volume to the change in pressure. The identical 
balloon scenario may be pictured in one’s head intuitively as well. We are able to vary C by altering the 
thickness of the balloon’s latex, with greater C resulting in latex that is simpler to inflate up and has a lower 
thickness overall. 

5) time step—the actual time. 
6) uin—an input for controlling the inspiratory solenoid valve. varies from 0 to 100 and back again. 
7) uout—an input for controlling the exploratory solenoid valve. Either a zero or a one. 
8) pressure—the pressure in the airways as measured by the respiratory circuit, expressed in centimeters 

of mercury. 

Implementation is done by a personal computer with following configurations: 

Processor: Intel(R) Core(TM) i5-8250U CPU @ 1.60 GHz 1.80 GHz 
RAM: 8 GB 
System Type: 64-bit operating system, x64-based processor 
Windows 10 
Software and tools used: Python 3.10.4, Jupyter Notebook, Visual Studio Code, StreamLit Library 
Database: MySQL 
Library used: Pandas, NumPy, Pytorch, TensorFlow, Sci-Kit Learn, Matplotlib 

The application that was designed for predicting lung pressure using LSTM is a web application that was 
constructed with the help of the StreamLit library and the programming language Python. Visual Studio Code 
was used to carry out the execution, and the code is being processed by a localhost server. 

The term “array of projected pressures” refers to a collection of forecasts on future pressure values in a 
lung pressure time series created by a machine learning model, in this example, a LSTM model. Each member 
of the array, which stores these predictions, corresponds to the projected pressure value for a certain time step. 
The average of all the forecasts recorded in the array is then used to get the final anticipated pressure value. 
The model is able to incorporate the uncertainty and variability in the pressure time series and provide a more 
reliable forecast of future pressure levels by combining the predictions in this manner. Predicted pressures and 
the final dataset aggregate are shown in Figure 5. Final pressure calculated is 21.17. 

A patient’s pressure report graph is a graphic depiction of the patient’s lung pressure over time. Figure 6 
displays a patient report graph. Plotting a patient’s measured lung pressure values against time on a graph 
result in the creation of this graph. The patient’s lung pressure trends and patterns are tracked and analyzed 
using the pressure report graph, which may then be used to identify and treat any possible lung problems or 
illnesses. This graph aids healthcare providers in monitoring the efficacy of any therapies given to the patient. 
The pressure report graph, which offers a thorough perspective of the patient’s lung pressure and aids in 
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spotting any unusual patterns or trends that might point to a possible health problem, is a useful tool for medical 
practitioners. 

Figure 7 shows the graph of the relationship between input parameters and the predicted pressure, which 
is a visual representation of the performance of the deep learning model used for lung pressure prediction. The 
accuracy of the model is evaluated by comparing the predicted pressure values to the actual measured pressure 
values, with the deviation between the two shown on the graph. The difference between the predicted pressure 
values and the actual pressure values is depicted as the discrepancy between the predicted line and the actual 
pressure line. 

 
Figure 5. Predicted pressure. 

 
Figure 6. Patient’s report. 

 
Figure 7. Output graph. 
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A more efficient model will have a smaller difference between the predicted pressure line and the actual 
pressure line, indicating that the model’s predictions are more accurate and closer to the actual pressure values. 
Conversely, a larger difference between the predicted line and the actual pressure line indicates that the model’s 
predictions are less accurate and less reliable. 

4.1. Comparison of proposed method with existing method 
In this section, we present a comprehensive comparison of existing systems for lung pressure prediction. 

We evaluate and contrast the performance of five regression methods: Linear Regression[21], XGBooster 
Regression[22], RESNET[23], GRU (Gated Recurrent Unit)[24], and the proposed method based on LSTM. We 
use performance metrics like Mean Squared Error (MSE), Root Mean Squared Error (RMSE), Mean Absolute 
Error (MAE), Mean Percentage Error (MPE), and Mean Absolute Percentage Error (MAPE) for five different 
regression methods used to predict lung pressure. Comparative table is shown in Table 1. 

Table 1. Comparison of proposed method with existing method. 
Performance metrics Linear Regression XGBooster Regression RESNET GRU Proposed method 

MSE 3.15 0.15 0.000111 7.23 × 10−7 1.8523 × 10−7 

RMSE 1.77 0.38 0.0064 0.00083 0.00011 

MAE 1.77 0.38 0.005822 0.00071 0.0001 

MPE 27 5.8 0.052096 0.00311 0.000246 

MAPE 27 5.8 0.087154 0.01049 0.001519 

Linear Regression seems to have higher errors (MSE, RMSE, MAE, MPE, MAPE) compared to the other 
methods. This is expected because Linear Regression assumes a linear relationship between the features and 
the target variable, which may not be suitable for a complex dataset like lung pressure prediction. XGBooster 
is an ensemble learning method and generally performs well in various scenarios. It outperforms Linear 
Regression, but it still has relatively higher errors compared to the deep learning methods (RESNET, GRU, 
and proposed method). 

ResNet is a deep learning architecture known for its ability to handle very deep neural networks. It 
performs better than Linear Regression and XGBooster in this case, as evidenced by its significantly lower 
errors. GRU is a type of recurrent neural network (RNN) designed to handle sequential data. It shows an 
improvement over RESNET in terms of lower errors. Proposed method (LSTM) is another type of recurrent 
neural network specifically designed to capture long-range dependencies in sequential data. It outperforms all 
other methods, including GRU, with the lowest errors across all metrics. This suggests that LSTM is the best 
method for this lung pressure prediction task based on the available data. 

LSTM is likely the best method for this lung pressure prediction due to its inherent ability to capture long-
range dependencies in sequential data. In the context of lung pressure prediction, the time series data (e.g., 
lung attributes, control inputs, pressure) likely exhibits temporal patterns and dependencies that affect the lung 
pressure. LSTM’s architecture allows it to learn and retain information over longer time steps, which is crucial 
for modeling the dynamic behavior of lung pressure. The proposed LSTM method outperforms the standard 
GRU and other methods by achieving even lower errors. This suggests that the proposed model has been 
specifically tailored to address the unique characteristics of the lung pressure dataset, making it more accurate 
in its predictions. 

4.2. Future scope 
The future use of the deep learning method for predicting lung pressure using LSTM may be broadened 

in a number of ways. The following are some possible avenues for further work: 
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1) Increased accuracy: LSTM model accuracy may be further increased by investigating more complex 
structures, such as attention processes, and by adding more pertinent patient data to the model. 

2) Real-time monitoring: the LSTM model may be included into real-time monitoring systems to offer 
continuous pressure forecasts in real-time, enabling medical personnel to act promptly and with knowledge. 

3) Personalized medicine: the LSTM model may be trained using patient-specific data to provide more 
precise predictions, which may facilitate the creation of therapies that are specifically tailored to the needs of 
the patient. 

4) Integration with other healthcare technologies: to provide healthcare workers a complete solution, the 
LSTM model may be combined with other healthcare technologies including Electronic Health Records (EHRs) 
and decision support systems. 

The deep learning strategy for lung pressure prediction using LSTM has the potential to transform how 
medical practitioners monitor and manage patients who are receiving mechanical ventilation, and it has 
tremendous promise for enhancing the standard of patient care. 

5. Conclusion 
In treating patients with lung problems, especially in the aftermath of the COVID-19 epidemic that has 

placed enormous strain on healthcare systems, the prediction of pressure in mechanical ventilation is a crucial 
component. The research offers a deep learning method based on LSTM to address the pressure prediction 
problem of sequence prediction. It has been shown that LSTM is superior to a standard RNN at managing 
these issues. The approach described in the research provided a workable resolution to the problem of pressure 
prediction in mechanical ventilation and may assist ease the strain on the system’s existing support for 
healthcare. A graph between the input parameters and the expected pressure showed how the final predicted 
pressure was determined by taking the mean average of the collection of projected pressures. A more effective 
model was indicated by a lower discrepancy between the pressure and the projected line. Proposed method 
appears to be the best choice for predicting lung pressure due to its superior performance in terms of lower 
errors (MSE, RMSE, MAE, MPE, MAPE) compared to the other methods used in the comparison. However, 
further evaluation and analysis are essential to confirm the robustness and generalizability of the proposed 
LSTM model. The outcomes of using this strategy show how deep learning has the ability to boost healthcare 
systems’ effectiveness and lighten the load on healthcare professionals. 
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