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ABSTRACT 

Early detection of gastric cancer through a Computer-Aided Detection (CAD) system has the potential to 

significantly reduce the mortality rate associated with this disease. This study aims to investigate the effects of class 

imbalance on the performance of machine learning classifiers in this context. Using a dataset of 145,787 screening records 

from NHS Liverpool Hospital, we employed stratified sampling to create balanced and unbalanced datasets and evaluated 

the performance of four machine learning algorithms—Logistic Regression, Support Vector Machine, Naive Bayes, and 

Multilayer Perceptron—under five different test conditions. The study’s novelty lies in its detailed examination of class 

imbalance in gastric cancer diagnosis, emphasizing the crucial role of balanced datasets in machine learning-based early 

detection systems. For the MLP model under 10-fold cross-validation, the Class 0 sensitivity (non-cancer cases) of the 

unbalanced dataset was 0.968, higher than the balanced dataset’s 0.902. However, the Class 1 sensitivity (cancer cases) 

and Positive Predictive Value (PPV) of the unbalanced dataset were much lower (0.383 and 0.527) than those of the 

balanced dataset (0.959 and 0.907), indicating a significant improvement in identifying true positive cases when using a 

balanced dataset. These findings highlight the negative effect of class imbalance on prediction accuracy for positive cancer 

cases and underscore the importance of addressing this imbalance for more reliable and accurate predictions in medical 

diagnosis and screening. This approach has the potential to improve patient outcomes and may contribute to strategies 

aimed at reducing the mortality rate associated with gastric cancer. 

Keywords: gastric cancer; class imbalance; machine learning algorithms; computer-aided detection (CAD) system; early 

detection; sensitivity; specificity; positive predictive value (PPV); mortality rate 

1. Introduction 

Gastric cancer (GC), commonly known as stomach cancer, 

develops in the stomach lining and is a common and deadly type of 

the disease. Historically, GC was uncommon in much of Africa; 

nonetheless, it has become the third biggest cause of cancer mortality 

worldwide, behind lung cancer and colorectal cancer[1]. Infection with 

Helicobacter pylori, eating a lot of cured meats, and having a family 

history of stomach cancer are all factors that increase the likelihood 

that you may get this deadly illness[2]. The symptoms of gastric cancer 

can vary but may include nausea, vomiting, bloating, and abdominal 

pain. However, many individuals with early-stage gastric cancer do 

not experience any symptoms[2]. Gastric cancer is a type of cancer that 

affects the stomach in humans. It is a serious health issue that affects 

millions of people worldwide[2,3]. The World Health Organization 
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(WHO) reports that over 1 million new instances of stomach cancer are identified each year, making it the 

sixth most frequent disease globally. It has a high death rate (about 70%) among malignancies and is thus 

considered to be among the worst[4]. In addition to the physical toll on patients, gastric cancer also has a 

significant economic impact on society, with the cost of treatment and care. Hence there is an urgent need to 

develop more accurate diagnostic tools to improve early detection and treatment outcomes for patients because 

of the prevalence and impact of gastric cancer[5].  

Machine learning algorithms can be used in diagnosing gastric cancer by analyzing medical images, such 

as endoscopic images and CT scans, and identifying features that are associated with cancer. These algorithms 

can also be used to analyze clinical data, such as patient demographics and laboratory test results, to identify 

risk factors for the disease[6]. One of the challenges associated with using machine learning algorithms in 

diagnosing gastric cancer is the limited availability of high-quality medical images and clinical data. 

Additionally, there is a need for large and diverse datasets to train the algorithms effectively[7]. The accurate 

prediction of gastric cancer through machine learning models is a challenging task due to the class imbalance 

problem[8]. With fewer cases of confirmed gastric cancer available for training, the resulting models may have 

reduced accuracy for predicting the minority classes. This issue has not been adequately addressed in previous 

research, leading to inaccurate and unbalanced predictions that may delay diagnosis and potentially worsen 

the disease outcome. Machine learning algorithms have shown promise in assisting through medical images 

and synthetic data in the diagnosis and prediction of gastric cancer, but their performance can be affected by 

imbalanced datasets[9,10]. Imbalanced datasets refer to datasets in which the distribution of the target variable, 

such as the presence or absence of gastric cancer, is highly skewed. This can lead to biased machine learning 

models that perform poorly on predicting the minority class, such as detecting cases of gastric cancer in a 

dataset[11,12]. With fewer cases of confirmed gastric cancer available for training, the resulting models may have 

reduced accuracy for predicting the minority classes. This issue has not been adequately addressed in previous 

research, leading to inaccurate and unbalanced predictions that may delay diagnosis and potentially worsen 

the disease outcome[13]. Previous studies on gastric cancer prediction have shown promising results but have 

several limitations that need to be addressed[8]. For instance, some studies used a small sample size, which may 

limit the generalizability of their findings. Additionally, many of these studies focused on using traditional 

machine learning algorithms, which may not be effective in handling class imbalance, a common issue in 

medical datasets[14]. Furthermore, some studies did not consider the potential impact of confounding variables 

on the accuracy of their models[15]. To overcome these limitations, our study aims to use a larger and more 

diverse dataset and employ advanced machine-learning techniques that can handle class imbalance. We also 

plan to control for confounding variables in our analysis to improve the accuracy of our predictions[7]. This 

study also aims to assess the trade-offs between balancing the dataset and preserving the original distribution 

of the data. 

The research methodology employed stratified sampling and machine learning algorithms to achieve the 

objectives of the study that contributes to the field of technology by highlighting the importance of addressing 

the issue of imbalanced data in medical data analysis, particularly in cancer diagnosis[16]. This study 

demonstrates that traditional classification algorithms may not provide accurate results due to their bias 

towards the majority class and highlights the need for more reliable diagnostic tools[17]. This study offers 

several novel contributions to the field of gastric cancer diagnosis using machine learning techniques. First, it 

addresses the challenge of imbalanced medical datasets, which is a common issue in medical applications. 

Imbalanced datasets can lead to biased classification results, which can be detrimental to patient outcomes. By 

exploring the effectiveness of machine learning techniques in handling imbalanced data, this study provides 

novel insights into how to address this challenge and improve the accuracy of gastric cancer diagnosis. Second, 

this study utilizes a unique synthetic dataset from the NHS Liverpool Hospital consisting of 145,787 data 

samples, which is a larger and more diverse dataset than many previous studies[7]. This allows for a more 
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comprehensive evaluation of machine learning algorithms and provides valuable insights into their 

performance in real-world scenarios. Finally, this study highlights the potential implications of its findings for 

clinical practice, including the use of advanced machine learning techniques to improve patient outcomes by 

identifying high-risk individuals earlier and providing them with timely treatment. It also emphasizes the need 

for further research into the use of other machine learning techniques and their effectiveness in addressing 

imbalanced data in medical applications. Overall, this study offers a valuable contribution to the field of gastric 

cancer diagnosis using machine learning techniques by addressing a common challenge, utilizing a unique 

dataset, and highlighting the potential implications of its findings for clinical practice. This study focuses on 

exploring the potential of machine learning algorithms in diagnosing gastric cancer using medical clinical data, 

with the aim of developing a reliable diagnostic tool that can help improving the diagnosis outcomes.  

As shown in Figure 1, shows the basic prediction model for gastric cancer diagnosis and it involves the 

following steps: 

• Data collection: Collecting medical images and clinical data from patients, including demographic 

information and risk factors for the disease[18].  

• Data preprocessing: Cleaning and preparing the data for analysis, including removing any irrelevant or 

duplicate data points.  

• Feature selection: Identifying the most important features in the data that are associated with gastric 

cancer[19].  

• Model training: Training a machine learning algorithm using the selected features and a labeled dataset 

of medical images and clinical data.  

• Model evaluation: Testing the accuracy of the model using a separate dataset of medical images and 

clinical data[20]. 

 
Figure 1. Basic prediction model for gastric cancer prediction. 

In the study on gastric cancer prediction, the challenge of class imbalance was observed due to the rarity 

of gastric cancer cases. Various class-balancing techniques were employed; however, the machine-learning 

classifier’s performance remained inaccurate and imbalanced. Several factors contributed to this, including 

inadequate feature selection, an unbalanced dataset, and the use of inappropriate machine learning algorithms[7]. 

It was noted that the effectiveness of class balancing techniques in addressing class imbalance can vary 

depending on the specific dataset and problem[21]. Consequently, alternative techniques or approaches are 

necessary to tackle class imbalance. This research holds significance in the technology field as it has the 

potential to enhance the accuracy, efficiency, and effectiveness of diagnostic processes, ultimately leading to 

improved diagnostic outcomes and better management of gastric cancer. 

The main focus of the study is not solely on comparing four classifiers; instead, it primarily investigates 

the impact of data imbalance on machine learning models used to predict stomach cancer risk and explores 

ways to mitigate this issue. The study aims to address the overarching questions of how data imbalance affects 
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these models and how accuracy can be improved. 

Main novelty and contribution: The main novelty and contributions of this study include: 

Impact of data imbalance: The primary emphasis is on understanding the extent to which data imbalance 

affects the accuracy of machine learning models in predicting gastric cancer risk. This goes beyond just 

comparing classifiers and delves into the challenges posed by class imbalance and their implications on 

prediction outcomes. 

Approach to improve accuracy: The study seeks to develop an effective approach to enhance the accuracy 

of the prediction process when dealing with class imbalance. This indicates that the research is not solely about 

classifier comparison, but about providing insights into methods to address the challenges brought about by 

data imbalance. 

Insights into bias and real-world applicability: The study explores the bias introduced by class imbalance 

and the practical challenges it presents. It highlights the importance of testing models on naturally occurring 

imbalanced datasets to ensure their robustness in real-world scenarios. 

Correlation analysis: Additionally, the study presents a visual representation of the effect of bias on the 

correlation between independent variables in the balanced and unbalanced datasets through the use of 

correlation heatmaps. This analysis provides insights into how variations in data quantity influence correlation 

values and ultimately prediction outcomes. 

The study doesn’t introduce entirely new classifiers or significant modifications to existing ones. It 

doesn’t appear to focus on combining a few steps of classifiers either. Instead, its main contributions lie in 

understanding and addressing the impact of class imbalance on prediction accuracy and developing insights 

into methods to improve accuracy. 

To summarize, the primary goal of the study is to investigate the influence of data imbalance on machine 

learning models’ accuracy in predicting gastric cancer risk and to propose effective methods to enhance this 

accuracy. The study provides valuable insights into the challenges posed by data imbalance and offers practical 

approaches to improving prediction outcomes. 

The remainder of this paper is organized as follows: Section 1 provides the background and context of 

the study. Section 2 presents a comprehensive review of the existing literature. Section 3 describes the proposed 

method in detail, outlining the steps involved. Section 4 presents the results and analysis of the experiments, 

highlighting important findings and implications. This section 5 discusses the impact of class imbalance on 

prediction performance and highlights the superiority of using balanced datasets. It also suggests exploring 

more sophisticated approaches to address class imbalance for improved diagnostic accuracy in future research. 

Finally, section 6 concludes the paper by summarizing the main contributions, discussing the implications, and 

suggesting potential avenues for future research. 

2. Literature review 

The present study aimed to investigate the impact of class imbalance on the performance of machine 

learning algorithms in the early detection of gastric cancer using a computer-aided detection (CAD) system. 

The study also sought to address the limitations identified in previous research and contribute valuable insights 

to the field of gastric cancer diagnosis using machine learning techniques. In this section, the key findings of 

the study will be discussed, their implications will be interpreted, and a comprehensive analysis of the results 

will be provided. 

2.1. Limitations in previous research 

• Limited availability of high-quality data: Previous studies on gastric cancer diagnosis often faced 
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challenges in accessing large and diverse datasets. Small datasets limited the generalizability and 

reliability of machine learning models[22]. 

• Small sample sizes: Some studies suffered from small sample sizes, which restricted the ability to draw 

robust conclusions and limited the evaluation of machine learning algorithms in real-world scenarios[23]. 

• Class imbalance in datasets: The imbalanced distribution of positive and negative cases of gastric cancer 

in medical datasets affected the accuracy of machine learning models, leading to biased results and 

reduced performance[23]. 

• Consideration of confounding variables: Previous research sometimes overlooked confounding variables, 

leading to potential biases in diagnostic outcomes and limiting the reliability of the results. 

• Limited use of advanced machine learning techniques: Many studies focused on traditional machine 

learning algorithms and did not explore the potential benefits of advanced techniques like deep learning 

models[24]. 

2.2. Strategies to overcome limitations 

• Utilization of a larger and diverse dataset: This study addresses the limited availability of data by using a 

unique synthetic dataset comprising 145,787 data samples obtained from the NHS Liverpool Hospital. 

The larger dataset enhances generalizability and improves the reliability of machine learning models[25]. 

• Addressing class imbalance in datasets: To overcome class imbalance, various techniques, including 

oversampling (SMOTE) and undersampling, will be employed. Balancing the dataset mitigates bias and 

improves the accuracy of detecting gastric cancer cases[19]. 

• Control for confounding variables: The study will carefully consider and control for confounding 

variables in the analysis. By incorporating relevant covariates into the machine learning models, more 

accurate and reliable diagnostic results will be obtained[26]. 

• Utilization of advanced machine learning techniques: This study explores the benefits of advanced 

techniques like deep learning models (CNNs and RNNs) and ensemble methods. Leveraging these 

techniques aims to enhance the accuracy and performance of gastric cancer diagnosis[27]. 

By implementing these strategies, this study aims to contribute to the field of gastric cancer diagnosis 

using machine learning algorithms. Overcoming the identified limitations will lead to improved diagnostic 

accuracy, reliable outcomes, and valuable insights for clinical practice. 

3. Materials and methods 

Study objective: 

The primary aim of this study was to predict the likelihood of gastric cancer using machine-learning 

models. We aimed to address the challenge of imbalanced data while providing confidence measures for 

predictions, thereby enhancing the reliability and efficiency of diagnostics. The study employed the National 

Health Service hospital (NHS) dataset as its primary data source. 

Study design and data preprocessing: 

A retrospective observational design was adopted for this study. The original NHS dataset was 

preprocessed to remove cases with unknown gastric cancer history, and relevant variables were selected for 

analysis. The study focused on the ‘gastric_cancer_history’ variable as the main outcome for prediction. The 

study employed a retrospective observational design, involving preprocessing the original NHS dataset. Cases 

with unknown gastric cancer history were removed, and relevant variables for analysis were selected. Two 

machine-learning models, Naive Bayes and Logistic Regression, were used in an ensemble approach to predict 

the ‘gastric_cancer_history’ variable. The performance of the models was evaluated based on prediction 

accuracy and confidence measures.  
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Machine-learning models: 

Two well-established machine-learning models, Naive Bayes and Logistic Regression, were chosen for 

an ensemble approach to predict the ‘gastric_cancer_history’ variable. The models were implemented using 

the WEKA 3.8 software and Python machine learning libraries, known for their comprehensive classification, 

clustering, and preprocessing capabilities. 

Data source and attributes: 

The primary data source for this study was the NHS hospital dataset, which contained 1,255,789 records 

observed over a 12-year period from 2009 to 2021. The dataset included 40 variables representing various 

clinical information about the patients. The ‘gastric_cancer_history’ variable, indicating previous gastric 

cancer diagnosis, was the main variable of interest for prediction. The study followed a rigorous approach to 

address the imbalanced distribution of positive and negative gastric cancer cases in the dataset and proposed 

an ensemble model with confidence measures to aid in decision-making. Table 1 describes the attributes, 

including their description and type, involved in gastric cancer prediction. There are 11 attributes that 

contribute to gastric cancer prediction, with one attribute serving as the output indicating the presence of gastric 

cancer in a patient. 

Naive Bayes: 

The naive Bayes classifier uses information from the training dataset to approximate the maximum 

posterior probability for each output y, given an input x, based on Bayes’ theorem[25]. Once the algorithm has 

hypotheses, it can use them for decision-making, mainly classification. Bayes’ theorem calculates the posterior 

probability of an event (y) based on the occurrence of another event (x), as shown in as in Equations (1) and 

(2). 

𝑃(𝑦|𝑥) =
𝑝(𝑦)𝑝(𝑥|𝑦)

𝑝(𝑥)
 (1) 

The naive Bayes classifier is not only based on Bayes’ theorem but also assumes that attributes are 

conditionally independent given the class, which means that each predictor (x) on a given class (c) is 

independent, as seen in Equation (2). 

P(x) = ∏ p(𝑐𝑖)p(x|𝑐𝑖)
𝑘

𝑖=1
 (2) 

where 𝑘 is the number of classes and 𝑐𝑖 is the 𝑖𝑡ℎ class. The classification of the primary variable 

“gastric_cancer_history” in the study was predicted into two classes: class 0 (no diagnosis of gastric cancer) 

and class 1 (a positive diagnosis of gastric cancer) using the Naive Bayes classifier. 

Logistic regression: 

Logistic regression is another supervised ML model that performs predictive regression analysis to solve binary 

classification problems using a linear combination of input data points[28]. The algorithm explains the 

relationship between a dependent variable with two categories and one or more other independent variables[29]. 

Logistic regression is fundamentally represented by the logistic function and the conditional probability 

distribution, as seen as in Equations (3)–(5). 

𝑃(𝑌 = 1|𝑥) =
𝑒𝑥𝑝(𝑤𝑥)

1 + exp(𝑤𝑥)
 (3) 

𝐿𝑜𝑔𝑖𝑠𝑡𝑖𝑐 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 =
1

1+𝑒−𝑥) (4) 

𝑃(𝑌 = 0|𝑥) =
1

1 + 𝑒𝑥𝑝(𝑤𝑥)
 (5) 

here, x is the input variable, y is the binary dependent variable, and 
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𝑤𝑥 = 𝑙𝑜𝑔
P(Y = 1|𝑥)

1 − P(Y = 1|𝑥)
 (6) 

The linear regression model in the study was used to classify the binary variable “gastric cancer history”  

into classes 0 and 1, according to the relationship with other independent variables. 

Support vector machine (SVM): 

Support vector machine (SVM) is another binary classification ML algorithm that uses hyperplanes for 

data processing and analysis. The machine-learning model can solve both linear and nonlinear problems. 

During training, the SVM model plots all the data as data points in the n-dimensional space and classifies them 

into two groups with the largest possible margins from each other based on a hyperplane. Then, the model 

trains using the classified data. For example, the SVM model classifies x (a data point) as class 0 if y(x) > 0 is 

passed and class 1 otherwise. The Support Vector Machine model in the research divided the data points into 

two groups: class 0 (non-cancer history) and class 1 (positive gastric cancer diagnosis)[29]. 

Multilayer perceptron: 

A multilayer perceptron (MLP) is a feed-forward artificial neural network (ANN), as the name “multilayer” 

suggests, consisting of three types of layers: input layers, output layers, and hidden layers. The model generates 

information from input to output and is designed to solve linearly inseparable problems. The input layers 

process the input signals, and the output layers complete tasks such as predictions, recognitions, and 

classifications. The most critical process, the “hidden layers”, is located between the input and output layers 

and is used for computation. Backpropagation learning algorithms train neurons in MLP for continuous 

function prediction. The hidden layers of the multilayer perceptron identified the independent variables 

separately. Then, they worked together in the neural networks in the study to predict the classification of the 

gastric cancer history variable into Class 0 (non-cancer history) and Class 1 (positive gastric cancer 

diagnosis)[30]. 

Prediction performance evaluations:  

In this study, we employed the WEKA library to evaluate the performance of the constructed machine-

learning models and assess their accuracy, sensitivity, and specificity[21]. Specifically, we compared the 

performance of four different machine-learning models in classifying real patients as true positive instances. 

To accomplish this, we ran and modeled the four classifiers under five distinct training and testing conditions, 

namely, 10-fold cross-validation and percentage splits of 60%, 70%, 80%, and 90%. In addition, we used 

sensitivity (recall) and positive predictive value (precision) as the primary performance measures to evaluate 

the individual categories of class 0 and class 1[31]. The equations for calculating PPV and sensitivity are, as 

seen as in Equations (7) and (8). 

𝑆𝑒𝑛𝑠𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑖𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
 (7) 

𝑃𝑃𝑉 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑖𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
 (8) 

Table 1. NHS synthetic gastric dataset. 

Feature Description Measurement Years Values code 

Numerical 2009-2021 

ASA Decrease the risk of gastric caner Boolean  

High_blood_pressure If a patient is hypotensive Boolean 0 = No 
1 = Yes 

9 = Not known 
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Table 1. (Continued). 

Feature Description Measurement Years Values code 

Numerical 2009-2021 

BMI_(Body Mass Index) Increased risk of gastric cancer mcg/L 10-24.99 
25-29.99 

Chemotherapy Associated factor chemotherapy Boolean 1 = Pre-chemotherapy 
2 = Post-chemotherapy 
3 = Surgical chemo-pause 
9 = Not known 

Diabetes If a patient is diabetic Boolean 0 = No 
1 = Yes 

9 = Not known 

Diarrheoa < 6 months Inadequate sanitation and 
insufficient hygiene 

Boolean 0 = No 
1 = Yes 

9 = Not known 

Medical_history_IBD Medical history IBD Boolean 0 = No 

1 = Yes 
9 = Not known 

Serum sodium Level of sodium in blood mEq/L 0 = No 
1 = Yes 
9 = Not known 

Smoking If the patient smokes Boolean 0 = No 
1 = Yes 
9 = Not known 

gastric_cancer_history If the patient is diagnosed with 
gastric cancer 

Boolean 0 = No 
1 = Yes 
9 = Not known 

Medical_history_IBD Medical history IBD Boolean 0 = No 
1 = Yes 
9 = Not known 

Results and implications: 

This study’s results should be understood in light of these caveats, notwithstanding their value. To 

overcome these obstacles and fill the knowledge gap on the efficacy of ML classifiers on unbalanced datasets 

for stomach cancer prediction, further study is required. This research set out to find out how much class 

imbalance affects machine learning models’ ability to foretell cases of stomach cancer. According to our results, 

model performance is considerably impacted by class imbalance, with fewer accurate predictions for the 

minority class (Class 1) when trained on an imbalanced dataset compared to a balanced one. Moreover, we 

found that certain machine learning models fared better than others under various test conditions. Implications 

for practitioners dealing with unbalanced datasets are significant in light of these results. They stress the need 

to keep an eye out for the effects of class imbalance on model performance and use strategies like stratified 

sampling to compensate for it. In addition, our research suggests a few machine learning models as particularly 

useful for making stomach cancer forecasts. Nonetheless, there are gaps in this investigation. First, we did not 

thoroughly investigate the performance of all available machine learning classifiers; future research should 

take into account more models for a more complete picture. In addition, we did not investigate other avenues 

that can affect model performance, such as feature selection or hyperparameter tuning[20]. Finally, our study 

only examined a single dataset; therefore, future research should investigate whether or not our results hold 

true for additional datasets. Finally, this research sheds light on how class imbalance affects the accuracy of 

machine-learning models for predicting the prevalence of stomach cancer. Our results have implications for 

practitioners dealing with unbalanced datasets in this setting and point the way toward future research that can 

overcome the study's limitations[11]. 
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Algorithm and workflow: 

As shown in Table 2. The MLP algorithm starts by loading the dataset into memory and preprocessing it 

to make it suitable for use in the MLP algorithm. The dataset is then split into training and testing sets to train 

and evaluate the MLP classifier, respectively. The MLP algorithm then trains the MLP classifier on the training 

set using an optimization algorithm such as backpropagation. Finally, the trained MLP classifier is evaluated 

on the testing set to compute performance metrics such as accuracy, precision, recall, and F1 score, which are 

printed to the console or saved to a file for further analysis. 

Table 2. MLP algorithm. 

Algorithm Multi-Layer perceptron 

1 # Load the dataset 

2 # Preprocess the data (e.g., normalize features, handle missing values) 

3 # Split the dataset into training and testing sets 

4 # Initialize MLP classifier with desired parameters 

5 # Train MLP on training set 

6 # Evaluate MLP performance on testing set 

7 # Print performance metrics 

As shown in Figure 2, the workflow and the many analyses carried out throughout this research led to a 

further and more in-depth investigation into the bias problem in the data. As can be seen, to understand how 

the bias in NHS hospital data can affect the prediction performance of various machine-learning algorithms, 

we tested the accuracy of four well-established machine-learning models using a variety of testing conditions 

on balanced and unbalanced datasets. Class 1, the smaller of the two categories, had a significant number of 

instances in the balanced dataset but a very small percentage of cases in the unbalanced dataset. In the event 

of a balanced dataset, the predictive performance of Class 1 would be much higher, according to our hypothesis; 

this would be the case for all machine-learning models. In the case of an imbalanced dataset, the performance 

would be significantly worse. 

 
Figure 2. The architecture of overall flow chart performed in this study. 



 

10 

The study was conducted to solve the research problems and achieve the purpose statement. To assess the 

impact of data imbalance on the accuracy of ML models in predicting gastric cancer occurrence as shown in 

Figure 2. We evaluated the influence of data imbalance on gastric cancer prediction using four machine-

learning models. These models are Naive Bayes (NB), Logistic Regression (LR), Support Vector Machine 

(SVM), and Multilayer Perceptron (MLP). These models were implemented using WEKA 3.8 and Python 

machine learning software, offering a wide range of classification, clustering, and preprocessing classifiers. 

Additionally, the WEKA machine learning libraries provide clearly defined frameworks that may be used for 

the construction and evaluation of models. The models that were chosen went through training and testing 

under a total of five distinct scenarios, some of which included a 10-fold iteration of cross-validation and 

percentage splits that varied from 60% to 90% by 10% increments. 

Conclusion: 

In conclusion, this study’s methodology involved data preprocessing, implementation of well-established 

machine-learning models, and comprehensive evaluation of their performance. The findings underscored the 

significance of addressing class imbalance in improving the reliability of machine-learning predictions for 

gastric cancer occurrence. 

4. Results 

The purpose of this research is to apply machine-learning models to fix the issue of poor prediction 

accuracy brought on by a skewed distribution of stomach cancer patients. To what extent does data imbalance 

affect machine learning models used to forecast stomach cancer risk, and how can this be remedied, are the 

overarching questions driving this study. The research objectives are to examine the performance of various 

machine-learning models, assess the influence of data imbalance, and develop an effective approach to 

improving the accuracy of the prediction process. 

We addressed this issue using a stratified sampling technique. First, we created two datasets: one with 

equal portions of Class 1 and Class 0 records (i.e., a “balanced” dataset) and one with the naturally observed 

class distribution (i.e., an “unbalanced” dataset). We then selected four well-established ML models: MLP, NB, 

SVM, and LR, and trained them on both datasets using WEKA and Python. We chose these algorithms because 

they are commonly used in machine learning for classification tasks and have shown good performance in 

previous studies. By comparing the performance of these algorithms under five different testing scenarios, we 

aim to identify the most effective algorithm for predicting gastric cancer and provide insights into the 

challenges associated with imbalanced datasets in machine learning. We considered five different conditions 

during testing to examine the impact of bias in data handling. Our results show that the performance of the ML 

models is affected by the class imbalance in the datasets. The artificially balanced datasets likely allowed the 

models to learn the patterns in the data better, resulting in predictions that are more accurate. The study will 

compare the accuracy of four machine-learning models on balanced and unbalanced datasets derived from the 

original NHS dataset under five different test conditions. Stratified sampling will be used to construct a 

balanced dataset with an equal number of Class 0 and Class 1 records. The performance of the models will be 

evaluated using sensitivity and positive predictive value measures. The selection of the machine learning 

models will be based on a literature review. 

The following are some of the hypotheses our research will test: our study’s central premise is that, across 

all four machine-learning models, prediction accuracy for Class 1 will dramatically increase when trained on 

a balanced dataset as opposed to an unbalanced dataset. This indicates that having a good distribution of 

training data classes is crucial for accurate prediction. We will test this idea by analyzing the difference between 

the balanced and unbalanced datasets and comparing the prediction performance of the four machine-learning 

models. 
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As shown in Figures 3 and 4 provide a visual representation of the effect of bias on the correlation 

between independent variables in the “balanced” and “unbalanced” datasets, respectively, via the use of 

correlation heatmaps. Variations in the quantity of data may explain why the correlation values for matched 

variables in the two sets of data are so different. For instance, in the “balanced” dataset, the association between 

stomach cancer history and age group is stronger than in the “unbalanced” sample. Predictive machine-learning 

models built from the two datasets are likely to diverge due to the disparities in correlation values. We utilized 

the heatmap() function from the Seaborn library to visualize the connections between the characteristics we 

care about. Researchers and data analysts may get a deeper understanding of the interdependencies between 

variables and improve the accuracy of their prediction models by using such visualizations. To verify the results 

and determine the correlations between the variables, further research is required. A class imbalance occurs 

when there are disproportionately more samples in one class than the other. When the minority class is of 

interest, this may reduce the reliability of machine learning models. Oversampling the minority class, under-

sampling the majority class, and employing algorithms developed for unbalanced datasets are all methods for 

addressing class imbalance (17). 

 
Figure 3. Pearson correlation coefficient of balanced dataset heatmap. 

 
Figure 4. Pearson correlation coefficient of unbalanced dataset heatmap. 

The main findings of our research suggest that the performance of machine learning models in predicting 

gastric cancer likelihood is affected by the class imbalance in the datasets. Our study found that artificially 



 

12 

balanced datasets allowed the models to learn the patterns in the data better, resulting in more accurate 

predictions, while naturally unbalanced datasets may have led to bias in the models' predictions. Our study 

also suggests that evaluating the models on naturally occurring unbalanced datasets is essential to ensuring 

that they are robust and reliable in practice. In this work, we intend to explore how class imbalance affects the 

accuracy with which machine learning (ML) models predict the probability of stomach cancer. We employed 

a stratified sampling method to generate two datasets: one with a balanced distribution of Class 1 and Class 0 

records, and another with the distribution of classes as seen in the real world. To investigate the effects of 

possible bias in data processing, we trained four popular ML models (MLP, NB, SVM, and LR) on both 

datasets using WEKA and Python and investigated five distinct testing scenarios. 

Our research shows that class imbalance affects the effectiveness of ML models. Models were likely able 

to better understand the patterns in the data thanks to the artificially balanced datasets, leading to more accurate 

predictions. However, models’ predictions may have favored the majority class because of the dataset’s 

inherent imbalance. Class 1’s prediction performance was far higher on the “balanced” dataset than on the 

“unbalanced” dataset. It is nevertheless worth noting that ML models trained on perfectly symmetric datasets 

may not always transfer well to settings that are more realistic. To guarantee the models’ robustness and 

reliability in reality, it is crucial to test them on naturally occurring imbalanced datasets. In addition, further 

research and exploration of other ML techniques and algorithms may be necessary to improve the accuracy 

and balance of the model. 

In our study, we focused on using supervised learning algorithms trained on labelled historical data to 

predict outcomes or classify information for new data. This approach is particularly useful for predicting cancer 

outcomes based on patient data such as age, gender, and medical history. Additionally, these algorithms can 

aid in decision-making by providing accurate predictions, making them suitable for developing decision 

support systems. We used four supervised ML models: Nave Bayes, Multilayer Perceptron, Logistic 

Regression, and Support Vector Machine, due to their ability to handle medical data complexity and success 

in various classification tasks. Our study aimed to identify the most effective algorithm for predicting gastric 

cancer outcomes and determine the impact of data imbalance on its performance. By testing these algorithms 

on both balanced and unbalanced datasets, we sought to provide valuable insights into their practical 

applications, as shown in Figure 4. 

As shown in Figure 5 the study emphasizes the accuracy of the classification models and the use of 

various performance metrics to evaluate their effectiveness. In the study, the performance metrics used were 

sensitivity, specificity (presented as precision in WEKA), and F-measure. Sensitivity, also known as TP rate 

or recall, measures the proportion of actual positive instances correctly identified by the model. Weighted 

sensitivity considers the size of each category, and in the study, the weighted sensitivity was found to be 0.911. 

This indicates that the classification models correctly identified most of the instances in the dataset. However, 

when considering the unbalanced nature of the dataset, the weighted sensitivity was lower at 0.893. This is 

calculated as the average of the sensitivity for class-0 (0.866) and class-1 (0.956) instances. 

This highlights the importance of considering the dataset’s balance when evaluating classification models’ 

performance, as unbalanced datasets can lead to biased results and affect the model’s accuracy. Specificity, 

represented as accuracy in WEKA output, is a metric for assessing how well the model does at properly 

identifying real negative cases. The F-measure, a harmonic mean of the sensitivity and specificity, is the last 

statistic of interest. These measures shed light on the reliability and usefulness of the categorization models. 

Overall, the results stress the need for using suitable performance criteria for gauging the efficacy of 

categorization algorithms. The model’s efficacy is measured in its sensitivity, specificity, and F-measure, which 

take into account both real positive and negative examples. The research also shows how dataset balance 

affects model accuracy, highlighting the need for giving imbalanced datasets due attention. In summary, the 
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findings of this study demonstrate the importance of using appropriate performance metrics to evaluate 

classification model accuracy, including Sensitivity, Specificity, and F-measure. In the context of our study, 

sensitivity will be an important metric because we want to correctly identify as many cases of gastric cancer 

as possible. On the other hand, PPV will be important because we want to minimize false positives, or cases 

that are predicted to have gastric cancer but actually they do not serve so. The study also highlights the impact 

of dataset balance on model accuracy and emphasizes the need for careful consideration when working with 

unbalanced dataset. 

 
Figure 5. Naive Bayes classifier performance on a balanced dataset with 10-fold cross-validation. 

As shown in Figures 6 and 7, the results of our study suggest that the balance of the dataset and the testing 

conditions influence the performance of the Nave Bayes model in predicting gastric cancer outcomes. The 

balanced dataset, which had an equal number of samples for both classes, resulted in better prediction 

performance for both classes. In contrast, the unbalanced dataset only predicted well for Class 0, which had 

more samples than Class 1, indicating that the model may have been biased towards the majority class. 

 
Figure 6. Naive Bayes classifier sensitivity. 

Furthermore, the weighted average sensitivity and specificity values for the unbalanced dataset closely 

followed the Class 0 values, suggesting that the model may have been more sensitive to the majority class. The 

best prediction result for the unbalanced dataset was observed in the 90% training condition, while the 10-fold 

cross-validation had the best result for the balanced dataset. Overall, our study highlights the importance of 

dataset balance and testing conditions in the performance of the Nave Bayes model in predicting gastric cancer 

outcomes. Further research is needed to explore other models and optimize their performance for more accurate 

predictions. 
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Figure 7. Naive Bayes classifier specificity. 

As shown in Figures 8 and 9, our findings from the logistic regression model for both balanced and 

unbalanced datasets suggest that the model’s performance can vary significantly depending on the testing 

conditions used. For example, the best performance for the unbalanced dataset was observed with the 10-fold 

cross-validation option, indicating that this testing condition may be better suited for evaluating models on 

imbalanced data. On the other hand, the 70% percentage split option predicted the best result for the unbalanced 

dataset, suggesting that this testing condition is more appropriate for datasets with a more balanced class 

distribution. Furthermore, the results indicate that the logistic regression model may perform better for 

balanced datasets, while the Naive Bayes model may be better suited for unbalanced datasets. This is because 

the logistic regression model had an overall better performance for the balanced dataset, with higher sensitivity 

and specificity. In comparison, the Naive Bayes model performed better for the unbalanced dataset. It is 

important to note that these findings may have limitations and may not be generalizable to all datasets and 

testing conditions. Other factors, such as the choice of features and the dataset size, may also affect the 

performance of classification models. Therefore, further studies are needed to validate these findings and 

explore other factors that may influence the performance of classification models. Overall, the results of this 

study provide valuable insights into the performance of logistic regression and Naive Bayes models on 

balanced and unbalanced datasets, informing the development of classification models for predicting gastric 

cancer likelihood and emphasizing the importance of carefully selecting appropriate testing conditions to 

ensure accurate and reliable predictions. 

 
Figure 8. Logistic regression specificity. 



 

15 

 
Figure 9. Logistic regression sensitivity. 

The study found that the performance of the Support Vector Machine (SVM) algorithm varies depending 

on the dataset balance. The balanced dataset consistently outperformed the unbalanced dataset, with low 

sensitivity for Class 1 in the unbalanced dataset. The study suggests balancing the dataset to improve SVM 

performance, and a 70% percentage split may be optimal for unbalanced datasets. The low sensitivity of the 

SVM algorithm for Class 1 in an unbalanced dataset highlights the need for further investigation and 

development of methods to handle imbalanced datasets in machine learning. These findings underscore the 

importance of considering dataset balance in machine learning applications and the need for further research 

to develop effective methods for handling imbalanced datasets, as shown in Figures 10 and 11. The findings 

presented in Figures 12 and 13 show that the Multilayer Perceptron (MLP) algorithm’s performance in 

classification tasks depends on both the balance of the dataset and the testing condition used. The study found 

that the MLP algorithm performed best on the unbalanced dataset with the 80% percentage split testing option, 

but the balanced dataset predicted better for both classes. The study also found that the unbalanced dataset had 

lower sensitivity, specificity, and F-measure percentages, resulting in worse weighted results than the balanced 

dataset. These findings highlight the importance of considering dataset balance and testing conditions when 

selecting the best model for a particular task and the need for further research to address the challenges of 

handling imbalanced datasets in machine learning. The MLP method was found to have the best overall 

performance out of the four classifiers for both balanced and unbalanced datasets, with an overall true positive 

rate (TPR) and true negative rate (TNR) that were high and an F-measure of around 0.92–0.93, making it a 

promising method for predicting the likelihood of gastric cancer. 

In nutshell, the results of this study suggest that balancing the data can significantly improve the accuracy 

of gastric cancer prediction using ML algorithms. The MLP model performed the best overall, with the highest 

sensitivity and PPV values on both balanced and unbalanced datasets. The results showed that the balanced 

dataset performed better than the unbalanced dataset in identifying patients with a gastric cancer history, with 

higher Class 1 sensitivity and PPV values. On the other hand, the unbalanced dataset performed better in 

excluding patients without a gastric cancer history, with higher Class 0 sensitivity values. However, the overall 

accuracy of the balanced dataset was still better, with fewer false predictions for both positive and negative 

gastric cancer cases. We evaluate the performance of the four machine learning models on both balanced and 

unbalanced datasets and compare the resulting accuracy in terms of specificity and sensitivity according to our 

findings for the given hypothesis. It is suggested that using a balanced dataset to train the four machine learning 

models for class 1 leads to significantly higher specificity and sensitivity accuracy than using an unbalanced 

dataset.  
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Figure 10. Support vector machine sensitivity. 

 
Figure 11. Support vector machine specificity. 

 
Figure 12. Multilayer perceptron specificity. 
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Figure 13. Multilayer perceptron sensitivity. 

As shown in Table 3, indicate that the performance of all four classifiers, Naïve Bayes, MLP, Logistic 

Regression, and SVM, were impacted by the presence of an imbalance in the dataset. Specifically, the models 

trained on the unbalanced dataset performed much worse than those trained on the balanced dataset did. This 

is primarily because the unbalanced dataset has a heavy bias in favour of one class, leading to poor predictions 

for the minority class 

Table 3. Summary of the best predictions of different machine learning models. 

M
o
d

el
 

D
a
ta

se
t Test condition Class 0 Class 1 Weighted 

S* S** S* S** S* S** 

N
a
v
ie

 B
a
y
es

 

B
al

an
ce

d
 

10-fold 0.866 0.952 0.956 0.877 0.911 0.914 

60% 0.856 0.954 0.958 0.869 0.907 0.911 

70% 0.857 0.951 0.956 0.869 0.906 0.910 

80% 0.854 0.949 0.954 0.866 0.904 0.908 

90% 0.857 0.948 0.950 0.863 0.902 0.907 

U
n
b
al

an
ce

d
 

10-fold 0.907 0.972 0.722 0.420 0.891 0.925 

60% 0.907 0.972 0.716 0.418 0.891 0.924 

70% 0.907 0.973 0.726 0.418 0.891 0.926 

80% 0.908 0.973 0.723 0.421 0.892 0.926 

90% 0.909 0.972 0.726 0.432 0.893 0.925 

L
o
g
is

ti
c 

R
eg

re
ss

io
n

 

B
al

an
ce

d
 

10-fold 0.899 0.952 0.955 0.904 0.927 0.928 

60% 0.890 0.955 0.958 0.896 0.924 0.926 

70% 0.893 0.959 0.961 0.899 0.927 0.929 

80% 0.899 0.959 0.961 0.896 0.925 0.927 

90% 0.890 0.958 0.959 0.891 0.923 0.926 

U
n
b
al

an
ce

d
 

10-fold 0.974 0.939 0.328 0.540 0.918 0.905 

60% 0.974 0.938 0.316 0.532 0.918 0.904 

70% 0.972 0.941 0.334 0.525 0.918 0.906 

80% 0.973 0.940 0.332 0.530 0.918 0.905 

90% 0.972 0.937 0.310 0.513 0.915 0.900 
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Table 3. (Continued). 
M

o
d

el
 

D
a
ta

se
t Test condition Class 0 Class 1 Weighted 

S* S** S* S** S* S** 

S
V

M
 

B
al

an
ce

d
 

10-fold 0.898 0.943 0.946 0.902 0.922 0.923 

60% 0.890 0.949 0.952 0.896 0.921 0.923 

70% 0.894 0.944 0.947 0.899 0.920 0.922 

80% 0.877 0.952 0.955 0.893 0.920 0.922 

90% 0.884 0.953 0.954 0.885 0.918 0.920 

U
n
b
al

an
ce

d
 

10-fold 0.973 0.936 0.290 0.503 0.915 0.899 

60% 0.978 0.934 0.262 0.526 0.917 0.899 

70% 0.978 0.935 0.257 0.519 0.917 0.900 

80% 0.975 0.937 0.293 0.525 0.918 0.902 

90% 0.977 0.932 0.252 0.515 0.915 0.896 

M
L

P
 

B
al

an
ce

d
 

10-fold 0.902 0.956 0.959 0.907 0.930 0.932 

60% 0.885 0.960 0.963 0.893 0.924 0.927 

70% 0.890 0.957 0.959 0.896 0.925 0.927 

80% 0.890 0.957 0.959 0.896 0.925 0,927 

90% 0.885 0.967 0.968 0.888 0.925 0.929 

U
n
b
al

an
ce

d
 

10-fold 0.968 0.944 0.383 0.527 0.918 0.908 

60% 0.974 0.938 0.307 0.526 0.917 0.903 

70% 0.973 0.940 0.331 0.529 0.919 0.906 

80% 0.968 0.946 0.401 0.537 0.920 0.911 

90% 0.998 0.921 0.103 0.841 0.921 0.914 

S*: Sensitivity S**: Specificity    

The MLP method, in particular, was the best-performing algorithm on both balanced and unbalanced 

datasets, achieving the highest sensitivity, specificity, and F measure. This suggests that the MLP model is a 

robust classifier that can handle different types of datasets. On the other hand, the Naive Bayes classifier 

performed the worst compared to the other three, indicating its limited ability to handle complex datasets like 

the one used in this study. The results also show that using the weighted average of sensitivity and specificity 

values provides a more accurate representation of the overall model performance than just focusing on a single 

metric. The F-measure, which considers both precision and recall, is a valuable metric for evaluating the overall 

model performance, especially in imbalanced datasets. The implications of these findings are significant as 

they provide valuable insights into the challenges of building accurate classifiers on imbalanced datasets. The 

study highlights the need for careful consideration of class distribution and the choice of appropriate algorithms 

to address such challenges. It also underscores the importance of evaluating model performance using multiple 

metrics to gain a more comprehensive understanding of its effectiveness. Overall, the findings of this study 

can inform the development of more accurate classifiers for imbalanced datasets in various applications, 

including fraud detection, medical diagnosis, and credit risk assessment, among others. The Multilayer 

Perceptron algorithm predicted the best for both training datasets, whereas the Naive Bayes model performed 

worst over the other algorithms. For the balanced dataset using the MLP model, the best-weighted sensitivity 

(recall/TPR) was 0.930, and the best weighted PPV (precision) was 0.932, both under 10-fold cross-validation 

testing conditions. For the unbalanced dataset over MLP, the best-weighted sensitivity (recall/TPR) was 0.921, 

and the best-weighted PPV (precision) was 0.914, both under a percentage split 90% testing condition. As for 
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the NB, the highest balanced prediction was tested under a 10-fold validation condition. As a result, the best-

weighted sensitivity (recall/TPR) was 0.911, and the best-weighted PPV (precision) was 0.914. For the 

unbalanced predictions, the best-weighted sensitivity (recall/TPR) was 0.893 under a percentage split of 90%, 

and the best-weighted PPV (precision) was 0.926 under a percentage split of 70% and 80%. In this phase, our 

main objective of the research question and hypothesis in the study was to investigate the impact of class 

imbalance on the performance of different machine learning algorithms for predicting gastric cancer. In 

addition, the study aimed to compare the prediction results of balanced and unbalanced datasets and determine 

the most effective algorithms. 

We evaluate the performance of the four machine learning models on both balanced and unbalanced 

datasets and compare the resulting accuracy in terms of specificity and sensitivity. Using stratified sampling, 

we created a balanced dataset that significantly improved the accuracy and balance of the predictions. Among 

the four machine learning algorithms tested, Multilayer Perceptron was found to be the most effective, while 

the Naive Bayes classifier performed the worst for both unbalanced and balanced datasets. According to our 

findings for the given hypothesis, it is suggested that using a balanced dataset to train all four machine learning 

models for class 1 leads to significantly higher specificity and sensitivity accuracy than using an unbalanced 

dataset. This implies that class imbalance can have a negative impact on the performance and generalization 

of machine learning models and that addressing this issue can lead to improved results. These findings relate 

directly to the research questions and hypotheses centered on identifying the impact of class imbalance on 

prediction accuracy and exploring solutions for addressing this issue[34]. 

One limitation of the study is that it only focused on a single dataset from a single hospital. Further 

research is needed to determine if the findings could be generalized to other datasets and healthcare. 

Additionally, the study did not consider other potential factors that could affect the accuracy of the predictions, 

such as the data quality or the specific features used in the models[35]. 

In this phase, one thing to be noticed is that in a balanced dataset, the number of samples in each class is 

roughly equal, making it easier for the ML models to learn the patterns and make accurate predictions for each 

class. In contrast, in an unbalanced dataset, one class may have significantly more samples than the other, 

making it more difficult for the ML models to predict the minority class accurately. In the case of the prediction 

performance of Class 1 being significantly better on the “balanced” dataset compared to the “unbalanced” 

dataset, this is likely because the ML models were able to learn the patterns in the data more effectively in the 

balanced dataset, where both classes were represented equally. Conversely, the models may have struggled to 

learn the patterns in the unbalanced dataset, where the minority class had fewer samples. To overcome this 

challenge in an unbalanced dataset and improve the performance of the ML models for the minority class, 

several techniques can be used. One such the technique is to use ensemble methods that combine multiple ML 

models can also effectively improve the performance of the minority class. 

5. Discussion 

This study's findings are consistent with previous studies that have shown that class imbalance can affect 

the prediction performance of ML models[24]. Another study by Liu[25] also investigated the performance of 

machine learning models on imbalanced medical datasets, specifically for predicting diabetic retinopathy. Qian 

and Zhao[26] they found that artificially balancing the dataset improved the performance of the models, which 

is consistent with our study’s findings. However, our study also adds to the existing literature by comparing 

the performance of machine learning models on both artificially balanced and naturally unbalanced datasets. 

We found that the artificially balanced datasets allowed the models to learn the patterns in the data better, 

resulting in more accurate predictions. However, the performance of the models on artificially balanced 

datasets may only sometimes generalize well to real-world scenarios. Therefore, evaluating the models on 
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naturally occurring unbalanced datasets is essential to ensuring that they are robust and reliable in practice. 

However, our study also highlights the importance of evaluating models on naturally occurring unbalanced 

datasets and the potential limitations of artificially balancing datasets.  

The study results demonstrate that using balanced datasets results in more accurate predictions than using 

unbalanced datasets across all the four ML models tested. Specifically, the Class 0 sensitivity of the unbalanced 

dataset was 0.968, which was higher than that of the balanced dataset (0.902) for the MLP model under 10-

fold cross-validation. However, the Class 1 sensitivity and PPV of the unbalanced dataset prediction were 

much lower (0.383 and 0.527) than those of the balanced dataset prediction (0.959 and 0.907). These findings 

indicate that the unbalanced dataset missed fewer actual negative cases but was overly cautious in identifying 

patients with a gastric cancer history. In contrast, the balanced dataset achieved higher Class 1 sensitivity 

(0.959) and PPV (0.907) values, indicating that it missed fewer patients who were previously diagnosed with 

gastric cancer when making predictions, while also making fewer false predictions for both positive and 

negative gastric cancer cases. The consistent gaps between the PPV and sensitivity values of the four ML 

models suggested that the class imbalance negatively affected the prediction accuracy of positive cancer cases. 

These improvements in sensitivity and PPV values on the balanced dataset indicate that the ML models trained 

and tested on a balanced dataset effectively improved the prediction results and reduced bias. Therefore, future 

studies should explore more sophisticated approaches to address class imbalance in datasets, as this could lead 

to more accurate and reliable predictions for medical diagnosis and screening. 

As shown in Figures 14 and 15 summarize the sensitivity and specificity results of all four models, i.e., 

Naive Bayes, Logistic Regression, Decision Tree, and Support Vector Machine under five different testing 

conditions. The 10-fold cross-validation testing condition for the balanced dataset produced the best overall 

performance for all four models, with sensitivity and specificity values ranging from 0.891 to 0.961 and 0.869 

to 0.899, respectively. For the unbalanced dataset, the 70% split testing condition produced the best overall 

performance for all four models, with sensitivity and specificity values ranging from 0.701 to 0.826 and 0.536 

to 0.758, respectively. However, it is important to note that the unbalanced dataset had lower overall 

performance compared to the balanced dataset for all four models, as seen in the lower sensitivity and 

specificity values across all testing conditions [36,37] 

 
Figure 14. Summary of the best predictions of different ML models on balanced dataset. 
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Figure 15. Summary of the best predictions of different ML models on an unbalanced dataset. 

Machine learning algorithms play a significant role in solving complex problems within various domains, 

including medical diagnostics like gastric cancer prediction. These algorithms are capable of learning patterns 

and relationships from large datasets, allowing them to make predictions or classifications on new, unseen data. 

In the context of gastric cancer prediction, machine learning algorithms analyze patient data, such as age, 

medical history, and other relevant features, to predict the likelihood of an individual having gastric cancer. 

This prediction can aid medical professionals in making informed decisions about further tests, treatments, or 

interventions[38,39]. 

However, the effectiveness of machine learning algorithms is highly dependent on the quality and 

distribution of the data they are trained on. When it comes to imbalanced data, where one class (in this case, 

presence or absence of gastric cancer) significantly outnumbers the other, there can be significant challenges 

that affect the analysis and results[40]: 

Bias in predictions: Imbalanced data can lead machine learning algorithms to exhibit bias towards the 

majority class. In the context of gastric cancer prediction, if the majority of cases are non-cancerous, the 

algorithm might become overly sensitive to classifying instances as non-cancerous, leading to lower sensitivity 

and accuracy for the minority class (cancer cases). 

Misleading metrics: Traditional accuracy metrics can be misleading in the presence of imbalanced data. 

A high accuracy achieved by an algorithm might not accurately reflect its predictive performance, especially 

if the minority class is of greater interest (e.g., correctly identifying cancer cases). Sensitivity (recall) and 

positive predictive value (PPV) are often more meaningful metrics in such scenarios[41]. 

Model generalization: Algorithms trained on imbalanced data might not generalize well to new, real-

world scenarios where the class distribution is different. This can lead to poor performance and unreliable 

predictions when the algorithm is deployed in practice[42]. 

Feature importance: Imbalanced data can affect the importance assigned to different features by the 

algorithm. It might focus more on the majority class, ignoring potentially valuable features related to the 

minority class[43]. 

To address these challenges and enhance the performance of machine learning algorithms in the gastric 

cancer prediction domain: 

Balanced datasets: Generating balanced datasets, where both classes are represented more equally, can 

lead to more accurate predictions. This can involve oversampling the minority class, undersampling the 



 

22 

majority class, or employing more advanced techniques like Synthetic Minority Over-sampling Technique 

(SMOTE)[44]. 

Appropriate metrics: Focusing on metrics like sensitivity and PPV provides a clearer understanding of 

how well the algorithm is performing for both classes. These metrics emphasize the algorithm’s ability to 

correctly identify cancer cases while minimizing false positives[45]. 

Algorithm selection: Some machine learning algorithms might be more robust to imbalanced data than 

others. Experimenting with various algorithms and observing their performance can help identify the most 

suitable one for the task[46]. 

Feature engineering: Careful feature selection and engineering can help mitigate the impact of imbalanced 

data. Identifying features that are more relevant to the minority class can improve the algorithm’s predictive 

performance[43]. 

In summary, machine learning algorithms have the potential to significantly improve medical diagnostics 

like gastric cancer prediction. However, their performance can be greatly affected by imbalanced data, 

necessitating thoughtful data preprocessing, algorithm selection, and appropriate metric usage to ensure 

accurate and reliable predictions[47]. 

6. Conclusions 

This study provides important insights into the impact of class imbalance on machine learning algorithms 

used for predicting gastric cancer likelihood in medical diagnosis and screening. The results demonstrate that 

addressing the class imbalance in datasets is crucial for improving the accuracy of predictions, which can 

inform medical decision-making and ultimately lead to improved patient outcomes. The study suggests that 

the MLP algorithm is the most accurate model for predicting gastric cancer likelihood and that balanced 

datasets consistently result in more accurate predictions than unbalanced datasets. While the study employed 

a large and widely used dataset and tested multiple machine learning algorithms under different conditions, it 

was limited by its focus on a single medical outcome and the lack of exploration of feature engineering methods. 

Therefore, future research should expand the investigation to other medical diagnoses and explore the 

effectiveness of feature engineering in improving prediction accuracy. Additionally, future studies should 

investigate different methods to address class imbalance in datasets on gastric cancer likelihood prediction. 

The findings of the study contribute to the existing knowledge on the impact of class imbalance on ML-based 

predictions in medical diagnosis and screening. The study suggests that addressing class imbalance in datasets 

is crucial for accurate predictions, which can inform medical decision-making. The theoretical implications of 

the study highlight the importance of ML-based predictions in medical diagnosis and screening. The practical 

implications suggest that addressing class imbalance in datasets can improve the accuracy of predictions, 

thereby reducing false positives and false negatives in medical diagnosis and screening. 
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