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ABSTRACT 

The viability of every insurance company depends on risk assessment of new life policy proposals. Machine learning 

techniques are increasingly shown to double case processing speed, reducing manual evaluation time. The underwriter 

evaluates the risk in several ways, including financial and medical evaluations and category classification based on 

customer data and other factors like previous insurance information, clinical history, and financial data. This research 

examines different academics’ publications on risk prediction while offering a new insurance policy to an applicant. 

Multiple machine learning models developed by researchers have been extensively investigated. The researchers’ model 

evaluation criteria were analyzed to understand and discover study gaps. The article additionally analyses how researchers 

found an accurate machine-learning model. This report also analyses various scholars’ future work proposals to identify 

what could possibly be modified for further research. This study details the measures used by other academics to evaluate 

machine learning models. This study describes the criteria used by other scholars to evaluate machine learning models. 

The criteria used by investigators to assess the produced models were carefully evaluated to understand and spot any 

untapped potential for advancement. Researchers’ methods for finding an accurate machine-learning model are also 

examined in this article. In addition, this study analyses several researchers’ future work proposals to discover what may 

be changed for further research. Using previous academics’ work, this review suggests ways to enhance insurance manual 

procedures. 

Keywords: academics; criteria; evaluation; insurance; machine-learning; processing, risk prediction; researchers; speed; 
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1. Introduction 

The life cycle of the insurance proposal begins from the moment 

the representative submits the policy proposals to the insurance carrier. 

The new business process encompasses the whole life cycle of the case, 

from the time it is presented to the customer until the case is issued or 

brought to Inforce (active contract). The new business life cycle 

encompasses several stages, some of which are iterative and rely on 

data from third-party sources as well as internal systems (life insurance 

companies). The application proposal will be evaluated at the home 

office after it has been submitted. At this point, prescreening of the 

proposal will be done. The application will either be approved or 

refused once the case in subject assessment is completed by the 

underwriter to the best of their ability. However, because the review is 

a manual process, it may take longer than planned, resulting in 

consumer frustration and, in some scenarios, the carrier losing key 

business. 
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The literature study was conducted with the assistance of a wide range of resources, such as Google 

Scholar, Research Gate, Science Direct, IEEE, Springer, ACM, and many more. In addition, a large number of 

research articles authored by a variety of scholars over a period of fifteen to twenty years have been carefully 

reviewed. The following terms were used as search terms in order to locate publications that were pertinent to 

the topic at hand: insurance risk prediction, automation of underwriting, and the influence of machine learning 

and data mining on the insurance business. 

Experts have identified and considered accelerating the digitization of the UW process by implementing 

AI in the system. Various automation approaches, such as building predictive models employing 

machine-learning technologies, are now available in the market. The applicant’s traits that contribute to the 

risk level will be used to establish the risk level. Data analytics is revolutionizing the way insurance firms 

collect, classify, assess, and manage data, finally arriving at case decisions. Data analytics revolutionizes how 

insurance firms collect, classify, evaluate, and manage data. As a result, various industries in the insurance 

business, such as risk predictions, customer insights, handling of policy claims, and underwriting procedures, 

are fast expanding[1]. The author has mainly focused on constructing a model that integrates cross-validation 

methodology on customer attributes to estimate the client’s risk level and to provide decision-makers with an 

effective system that will allow them to create an excellent judgement on the issue of policies while 

simultaneously raising the level of client satisfaction. 

This study on the subject of accelerating underwriting in the insurance industry offers significant insights 

into the potential advantages for community. Accelerating underwriting involves leveraging revolutionary 

technologies and data analytics to streamline and expedite the evaluation of insurance applications and risk 

assessment. This literature study not only helps insurance businesses provide better service to their customers, 

but it also contributes to the benefits to the community of applying AI, XAI, and data mining in the insurance 

industry. These potential benefits include such as Influenced judgment identification, promoting customer 

confidence, new product offerings, customer retention, Improved insurance availability, avoidance of 

fraudulent claims, improved coverage, insurance sector digitization, and a stable economy are only some of the 

other benefits. 

This document summarizes the literature review and discusses the relevance of data mining technology to 

the insurance industry’s automated underwriting needs. Both the insured and the insurer will profit from 

automating the underwriting process. The insurance company can issue the contract swiftly and satisfy the 

consumer by automating the process. This allows the insurance firm to keep an existing customer while also 

bringing in a new consumer. Furthermore, this technology significantly reduces human error and the 

misconceptions that underwriters may have about the information that applicants provide in their policy 

applications as well. The underwriting procedure usually takes a longer time to process the application form, 

typically a week. Using automated and data mining methods, this reaction time can be significantly lowered. 

The underwriting phase typically takes weeks to complete. This response time can be reduced, however, 

considerably by automated and data mining technologies. In addition, rather than processing routine matters, 

underwriters may make better use of their time by focusing on the most intricate policies. A further issue with 

manual underwriting is that underwriters must be knowledgeable in a variety of topics connected to the 

underwriting activities, as well as the way they employ that knowledge to determine the client risk level, which 

is extremely tough in the real world. Underwriters can use AI techniques to gain a detailed understanding of 

patterns that exist in customer data and can use this expertise in policy-making decisions. 

Because the evaluation is a tedious activity, it may consume longer than anticipated time and effort (brain 

draining), resulting in a loss of competitive advantage and eventually losing the business. In recent years, the 

proportion of people purchasing insurance coverage has risen dramatically. Additionally, the conventional 

method is mostly subjective, relies on individual UW personal experience, as well as a time-consuming 
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process. With the conventional risk assessment technique, there is a danger of overcharging low-risk 

consumers while undercharging customers with high-risk profiles[2]. Accelerating the digitalization of the UW 

process by bringing intelligence into the process is one of the process enhancements recognized and 

acknowledged by industry professionals. Various automation approaches, such as constructing computational 

models leveraging machine-learning algorithms, are now accessible in the market. In the insurance sector, 

effective and reliable customer data collection is crucial. Data mining is used to assist industry specialists in 

their judgement process. Ml algorithms rely heavily on client data that can be readily maintained through data 

analytics techniques[3]. The major goal of this literature review is to explore the works of researchers in 

determining the ML model to enhance policy issue judgment accuracy. The principal focus of this study is to 

learn the applicant attributes that influence the level of risk, to ascertain the strategies followed by previous 

researchers to arrive at accurate risk prediction as well as to evaluate how AI technologies weigh the UW 

decision. This analysis attempts to explore the queries like the impact of personal and professional traits on risk 

level assessment and also cracks to identify a better ML algorithm by going through the previous 

investigations. 

In previous studies, researchers focused on customer risk level prediction without considering the benefits 

of combining different strategies in their machine learning models. This study proposes various techniques for 

suture study that include cross-validation, class balancing strategy, and hyperparameter tuning strategy to 

enhance the accuracy of risk assessment models in machine learning. In addition, the review also recommends 

employing more accurate performance metrics and also to apply system characteristics such as execution time, 

memory usage, etc. 

Structure of the study 

The remaining sections of this study are structured in the following manner: The chapter titled ‘Literature 

review’ provides an in-depth exploration of various aspects related to the underwriting process. It covers the 

manual underwriting process and its workflow, the advancements in automation of underwriting, the impact of 

data analytics on the insurance industry, the significance of data mining in the insurance sector, the role of 

KDD in facilitating risk prediction, Relevance of the Application of AI and the Role It Plays in the Insurance 

Industry, and a comprehensive overview of previous research conducted by other scholars in this field. 

In the chapter titled ‘Conclusions’, the study portrays final statements and contributions in the field of risk 

level prediction in the insurance industry by the researchers that use the same dataset. In addition, the datasets 

used, algorithms implemented, methodologies followed, and the outcomes of experiments conducted by others 

have been compared in this section. Finally, the study highlights the areas that require further attention and 

development. 

2. Literature review 

2.1. Underwriting automation 

Underwriting is a crucial division within an insurance company, responsible for evaluating the risk 

associated with policy proposals and analyzing the data provided by insurance agents regarding prospective 

customers[4]. The insurance business involves offering individuals or businesses protection against potential 

risks they may face in the future. The underwriter will review each policy, and the risk associated will be 

assessed based on the firm’s established policies and rules[5]. High-quality underwriting services are crucial for 

firms to retain a competitive edge, generate revenues, and preserve the trust of consumers. Typically, a number 

of machine learning techniques have been used to expedite process applications without compromising 

accuracy in evaluating risks[6]. 

When it comes to the insurance business, one of the most difficult challenges is keeping current clients. 
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Maintaining existing relationships with clients is of greater importance than seeking out new ones. The general 

principle of Pareto can be applied here, that 80% of revenue comes from 20% of consumers[7]. The 

conventional insuring procedure entails underwriters individually analyzing a digitized paper application and 

assessing the applicant’s risk rating. If the insurer has any reservations, he would ask for further evidence and 

then scrutinize the policy after the needed information is received. In certain circumstances, the underwriter 

will transfer the applicant’s proposal to another underwriter for opinion. The complete policy issuance 

procedure takes a long time. Automatic underwriting can significantly eliminate this sort of time waste. It takes 

a long time to have a policy issued. The digitized screening process can cut down on this sort of time waste 

significantly. Because policy issuing decisions are carried out manually, an internal review is carried out 

regularly to ensure the correctness of the outcomes. Furthermore, underwriters make choices based on a set of 

criteria and also make decisions based on their medical expertise and prior knowledge, resulting in 

discrepancies. Such challenges can be overcome by using machine learning techniques to automate the 

underwriting process. 
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Figure 1. Underwriting workflow. 

Figure 1 depicts the fundamental underwriting workflow. The initial undertaking is made by the sales 
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agent using Tele calling. If more evidence, like medical reports, is necessary, the insurance proposal will be 

sent to the assessor, who will underwrite the policy. If any extra information is necessary, the underwriter is 

likely to place queries. The underwriter determines whether to approve or reject the evidence after evaluating it. 

Furthermore, the underwriter will provide a rating to the insurance based on the risk classifications such as 

preferred, standard, substandard, and refused[8]. 

The policy’s underwriting approach has significantly improved since the introduction of data mining and 

machine learning technologies. The preliminary underwriting is done using machine learning approaches, and 

the applicant’s chosen product type determines how the preliminary processing is carried out. Additionally, 

during the preliminary processing, requirements like missing medical requirements will be created. Apart from 

that, the rating category and insurance premium are determined. Following that, the proposal is forwarded to 

an assessor for additional consideration. The assessor has the authority to waive the prerequisites specified or 

establish additional criteria if necessary. 

2.2. The influence of data analytics on the insurance industry 

In today’s world, data is a critical tool for any organization. With this data, every firm seeks to better its 

business. This information is even more critical for the insurance industry, as they rely largely on data statistics. 

Analytics allows firms to extract essential information from their data warehouse, allowing insurers to stay 

ahead of the competition with their counterparts[3]. Sivarajah et al.[9] provided a thorough overview of Big Data 

Analytics, and it is obvious from the research that it has greatly altered data analysis perspectives. Many 

companies are looking to Big Data Analytics to extract useful insights from large amounts of data. To enhance 

their businesses, an increasing number of companies are turning to business intelligence and data analytics. 

The analytics process is viewed as a tool for improving organizational efficiency, developing new revenue 

prospects, and winning market dominance over competitors. 

Data analytics is crucial in every aspect of the insurance industry. Data analytics usage in the insurance 

industry will improve customer satisfaction and lead to considerable development in new possibilities. So, if 

data analytics is implemented appropriately, it has the potential to significantly influence how insurance firms 

operate. The following are the major sectors of the insurance industry that could really benefit from enhanced 

data analytics[10]. 

2.2.1. Potential customer base 

In the age of the internet, there is a huge volume of data available on the web in a chaotic format. In the 

insurance industry, data analytics may give detailed insights into client behaviour, which can aid in the 

discovery of new business prospects. 

2.2.2. Organization image 

Established consumer data studies suggest ways to improve service to customers, which boosts the 

company’s brand recognition. 

2.2.3. Avoidance of Fraudulent claims 

Detecting fraud in insurance claims has always relied on traditional statistical approaches. Data mining 

and data analytics technology, however, may now be used to avoid these frauds. False claims made in the past 

are saved in the central repository of the insurance companies, and when evaluating the new claim, the insurer 

can compare the new claim pattern with the central database. This will aid in the reduction of fictitious 

instances. 

2.2.4. Assessing risks and pricing premiums 

Insurers are critical in assessing a consumer’s risk level. Before offering a policy, they analyze the risk 

level based on many characteristics of the consumer. When it comes to assessing client profiles, data analytics 
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has a role. Furthermore, insurance premiums are generally determined by risk levels, which are based on a 

variety of factors including the customer’s profession, family background, health information, age, and 

Body-mass index. 

2.2.5. E-commerce portals for service and support 

E-commerce portals for service and support: Customers have become adapted to online services, which 

are available in a variety of sectors, including the insurance industry. Customers could perhaps manage their 

insurance policies using the specialized customer website. Customers can thus make use of a variety of 

services, including acquiring a new policy and services offered post-policy issuance. Offering these services 

helps to keep ongoing expenses minimal while also keeping clients satisfied. Insurers may use data analytics to 

keep records of policy history and provide appropriate policy suggestions to customers. 

The insurance sector is evolving as a result of the advent of data analytics. Data analysis, in particular, is 

one of the historical roots of insurance. For long underwriters have been using traditional rule sets to estimate 

premium rates and risk coverage. When selling policies, insurers collect huge amounts of data on their clients, 

which are then changed when the consumers file an insurance settlement. Underwriters utilize this altered 

policy data to estimate the amount of risk when the same consumer requests a new policy from any other 

insurance firm. Insurance firms have recently realized the relevance of business intelligence. They intend to 

employ data analytics to serve customers better, minimize risk assessment response time, swiftly handle 

insurance claims and avoid fraud while claiming coverage[11] 

Another key section of the insurance business where big data analytics is heavily exploited is customer 

profitability. This industry hasn’t really taken off until big data from client databases, which contain 

information on past purchase habits, became accessible. Because insurers have access to every transaction 

information and claim the record of their clients, they may decide whether or not to continue them and whether 

or not they wish to preserve long-term ties with them[12]. 

Bohnert et al.[13] precise digital objectives are required to fully exploit digital technology’s huge potential 

for long-term advancement in the insurance industry. Additionally, rather than going with the flow in their 

study and implementing digital technology in certain circumstances, the researchers found that businesses 

should think deeply about automation and acknowledge its influence on their whole business operations, both 

local and global. 

The insurance sector is seeing an increase in the amount of data it collects. Data analysis techniques can 

be used to extract relevant information from the data collected. The key domains of insurance where data 

analytics may be employed include customer analysis, risk assessment, as well as fraud recognition. The 

primary purpose of using data analytics in insurance is to study and understand consumers, reduce risks, and 

gain a long-term competitive edge[14]. In his research, Boodhun[14] covered the three primary parts of the 

insurance sector where data analytics is applied, such as customer analysis, risk evaluation, and fraud 

detection. 

2.2.6. Customer analysis  

Customer profiling is the process of studying consumer behaviour in order for businesses to effectively 

estimate customers’ demands. This is accomplished solely through data mining techniques focused on 

improving client networks and loyalty[15]. The capacity to adequately categorize the appropriate policies that 

are sourced to customers might be provided using consumer analytics. Several researchers have presented 

various methods that have been extensively researched and applied to insurance data to develop modelling 

techniques, such as classification, Clustering, regression, and plenty more. In this study, authors Delafrooz and 

Farzanfar[16] used a data mining approach to cluster end-user policy data to calculate their term worth. 

Consumer retention is yet another approach to defining and classifying customer behaviour and so estimating 
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their profitability for the business to enhance customer engagement initiatives[16]. 

2.2.7. Risk evaluation 

Insurance companies value risk assessment because issuing a policy to the customer means that the risk of 

loss is transferred from the policyholder. Insurance firms assess and evaluate their clients’ risks to calculate the 

cost of coverage. Risk is usually calculated using real formulae., but with the introduction of data analytics, the 

subsequent study focuses on developing newer formulae with more precise criteria that impact policy holder’s 

risk proportion[17]. 

2.2.8. Detection of fraud 

In the insurance industry, fraud and data manipulation is clearly a major challenge. Fraud is defined as the 

intentional use of certain data to create false claims. Insurance providers are overburdened by fraudulent 

activity, and they suffer significant losses when fake complaints are lodged. Because companies are currently 

seeing an enormous surge in transactional data that is produced regularly[18], data analytics might assist in 

enhancing the manner in which insurance fraud is addressed. A variety of algorithms are available to identify 

fraud efficiently, hence strengthening the operational process to reduce avoidable damages. 

The detection of fraud in insurance claims is yet another critical area where data analytics is extensively 

applied. The insurance industry is currently experiencing fraud risks while also dealing with client attrition 

issues. Mining and data analytics are increasingly being employed in the insurance industry, with the goal of 

managing data in a manner that stimulates insurance audits and prevents bogus claims. The number of 

fraudulent claims in the sector is believed to be 10%–15% of total claims, according to the TPA survey[19]. As a 

result, insurance companies must devise creative strategies to keep their businesses healthy. It’s a great move to 

use data analytics to help them make better judgments with their huge amount of data. 

2.3. Data mining and its emphasis on the insurance industry 

Machine learning identifies techniques that allow computers to learn autonomously without human 

involvement, whereas data mining collects knowledge from massive volumes of data[20]. Data mining is an 

excellent tool for assisting insurers in focusing on accumulating valuable information about their client 

behaviours. To analyze consumer habits and patterns, it is required to describe and segment customers based 

on various characteristics. Furthermore, insurers could very easily model their consumers’ data and contact 

them with plans that they would be interested in purchasing[21]. The fast growth of life insurance is mainly 

determined by customer risk. Since the proportion of losses between many of the customers is so unequal, it’s 

vital to examine their previous data to categorize them based on specific criteria that will aid insurers in 

making policy decisions. On a broad scale, data mining and machine learning technologies aid in the 

classification of clients.  

On a bigger scale, the risk of the policyholder can have a significant influence on the profitability status of 

a life insurance firm. Data mining and machine learning provide a variety of ways and procedures to 

understand the true nature of individual behaviour, preferences, and patterns through data. As a result, it’s 

critical not just to categorize the data but to develop a model to facilitate the categorization process much easier 

as well. The framework that has been built assists the life insurance sector in making decisions. Erroneous 

information could lead to misinterpretation, which could also prompt clients to migrate to other competitors, 

causing the insurance company to suffer losses[22]. 

In his study, Ansari and Riasi[23] underlines that relationship marketing aims to improve long-term 

customer relationships by providing better services and solutions to policyholders. To accomplish this, the 

customers can be segmented into small groups. It is considerably easier to detect and assess the characteristics 

of groups of clients than it is to investigate each client individually. Age and disability are significant predictors 

that should not be overlooked by substituting risk variables for particular types of insurance in the pursuit of 
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appropriate coverage[24]. 

In the insurance industry, data mining can help companies gain a competitive advantage by speeding up 

decision-making. The insurance provider needs to understand the intricacies of selection and data mining 

processes to thrive in the life insurance industry. To assess new client bases, hold back current customer bases, 

accomplish customer categorization, and establish the association between product and policy choices, 

underwriters must have an extensive understanding of statistical patterns and probabilities. The clustering 

technique is used to gain potential customers by recommending an appropriate approach based on the user’s 

attributes that are close to the cluster features[25]. 

Another data mining technique that may be used to generate new products and services is classification[14]. 

The association is another data mining function that focuses on retaining existing consumers. It explains the 

correlation between data and will, therefore, be exploited in market research by companies. The insurance 

carrier will create association rules to identify what additional policies have also been taken in conjunction 

with a specific policy. To assess the consumer’s purpose in acquiring a policy, insurance companies conduct a 

correlation study between policy design and policy buying by the customer[25]. Customers migrating to other 

competing firms is another critical issue that many insurance companies experience. Companies are exploring 

real-time data to reduce customer attrition[26]. Data mining techniques aid these retention attempts. To 

thoroughly investigate the factors and determine the chance of customer switching, a range of diverse studies 

have indeed been carried out. Nevertheless, the measures that will be taken are the same for all of the 

strategies. 

In his work, Sunita et al.[27] went through the relevance and significance of data mining in the insurance 

sector in great depth. Furthermore, the author investigated data mining strategies along with consumer data 

issues, retaining customers, and organizational growth. By targeting critical areas of the insurance sector, such 

as establishing a new client base, maintaining customer retention, and identifying frauds, data mining can help 

insurers gain a competitive edge. By delving into the depths of customer data, data mining tools assist 

decision-makers and marketing executives in making the best judgments. The term “data clustering” 

encompasses the technique of grouping a collection of items into several distinct categories in order to ensure 

that the instances included within each class are more related to one another than they are to the data samples 

contained within any other class. Clustering methods may be broken down into two distinct types: partitional 

and hierarchical. An approach for partition clustering separates a dataset into one partition. A hierarchical 

clustering technique, on the other hand, creates a tree-like structure out of a dataset. Segmentation of data sets 

is one of the most commonly employed approaches for EDA and a significant part of the process of machine 

learning. Clustering data is often referred to as unsupervised learning due to the fact that it may be used for data 

that has not been labelled. As a direct consequence of this, the practice of data clustering has been implemented 

in a wide variety of scientific fields, such as engineering, computer science, and life science. Gan and Valdez[28] 

reviewed several basic clustering methods and data clustering principles in their investigation. They have 

highlighted the use of various clustering techniques, distance measurements, and cluster validity. In order to 

showcase the practical benefits of data clustering in the field of actuarial science and insurance, they have 

utilized two scalable clustering algorithms, namely the truncated fuzzy c-means (TFCM) algorithm and the 

hierarchical k-means algorithm, to analyze VA contracts and develop predictive models. Based on the findings, 

it is evident that the hierarchical k-means algorithm demonstrates superior performance compared to the 

TFCM algorithm. 

2.4. Role of KDD and data mining in risk assessment 

The most important aspect of the insurance industry is risk assessment. Insurance premiums are measured 

by the degree of risk. Data mining technologies and approaches are increasingly being used to analyze risk 

levels. According to research conducted by LIMRA, the Association of Life Insurance and Market Research, 
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in 2015, “about 90% of financial services organizations are exploring the use of big data analytics to optimize 

membership processes.” At its most basic level, the insuring procedure includes data gathering, data 

processing for risk assessment, and making choices on policy issuance. With the introduction of predictive 

analytics, insurers will be able to make more accurate decisions based on the data. Predictive Modeling 

significantly decreases application turnaround time, saving time for both the company and the individuals. In 

addition, it reveals hidden patterns that exist in the data being analyzed, providing a comprehensive picture of 

potential risks. In other words, it enables insurers to take suitable safeguards and relate them to their learning 

perception[29]. 

The firm evaluates policy proposals and assigns a risk rating to determine their premium. Typically, the 

policy includes a history of medical, employment, and other personal data. If firms misjudge risk, and if a 

corporation overestimates risk and costs more, it may lose the client to a competitor. A reliable risk predictor is 

needed to run the firm smoothly[6]. The risk is passed from the policyholder to the insurance provider when the 

consumer is insured. Insurance carriers evaluate client losses to estimate the number of premiums to be paid[17]. 

Traditionally, the risk was assessed using underwriting formulae. With the introduction of business intelligence 

tools, a much more precise investigation has been conducted on generating new rules to come up with 

alternative formulae to obtain the appropriate amount[14]. 

Some of the most prominent approaches for identifying the risks associated with insurance businesses 

include regression analysis and classification strategies. In general, insurance companies pursue a 

product-based approach, focusing on providing a better product than their rivals. Furthermore, there are 

information gaps in the insurance industry. To anticipate a customer’s risk level, insurers need to gather a lot of 

information about customers. Big data analytics and machine learning models aid in the analysis of customer 

data, consequently enhancing the accuracy of the client’s risk level assessment[30]. Insurance is typically 

regarded as a transfer of risk from an individual to an insurer. Because life insurance claims are usually sizable, 

it’s critical to assess the individual’s risk before offering insurance, particularly in the context of the firm’s 

economic position. In essence, the screening procedure, which evaluates the risk of the applicant, is crucial 

while offering policy[31]. 

Life insurers’ access to clients’ genetic details has been a source of contention for many years. With the 

introduction of genome sequencing, the topic of genetic testing in the context of life insurance has become 

considerably more difficult, necessitating a review of existing rules and the exploration of new options. The 

researchers Joly et al.[32] looked into the ethical, social, and legal implications of using genetic data in the 

insurance business to ascertain risk levels and insurance premiums when offering policies. 

2.5. Significance of AI use and its influence on the insurance sector 

Artificial intelligence (AI) is a rapidly growing technology, enterprise, and area of academic Research. 

Owing to its extensive acceptance and the development of new methods, AI solutions demonstrate remarkable 

effectiveness in several sectors, especially in Business and Finances. Nevertheless, the use of AI and machine 

learning in the field of Insurance is still in its early stages, with the majority of efforts focused on conducting 

preliminary tests. Many initiatives have yet to be expanded and launched in the industry. Life insurers are 

strengthening their digital infrastructure and relationship with customers to reduce the gap in coverage for 

those who are not covered or have inadequate coverage. The availability of extensive repository data sources 

and progress in AI can enhance the precision and openness of insuring in the life-insurance sector by using 

standardized indicators of mortality risk. 

 The writers Chan et al.[33] conducted a study with the objective of gaining a deeper understanding by 

employing Artificial Intelligence (AI) methodology in the field of Insurance. More precisely, Research 

investigated the extent and marketplace reach of artificial intelligence (AI) in insurance offerings to address 
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persistent issues and enhance client appreciation. The model constructed aims to assess the correlation of 

artificial intelligence (AI) and their applications in the field of Insurance. The authors acquired realistic 

findings deemed very valuable for Insurance businesses in handling frustrated clients and other business 

challenges. Furthermore, the authors studied various uses of artificial intelligence (AI) in the insurance 

business, including facilitating innovative portfolio management, enhancing sales and marketing strategies, 

enhancing client delight, digitizing and enhancing the claims settlements, accelerating the underwriting 

procedures, improving risk prices, and combating insurance fraud. The writers concluded that AI could 

enhance client delight, increase profitability, mitigate fraud and streamline time and administrative challenges 

within the insurance business. 

To balance the provision of cost-effective products with the management of the financial performance 

environment, life insurance firms use an underwriting procedure to evaluate the risk presented by individuals. 

Conventional insuring mainly relies on assessing a client’s medical, demographic and other attributes[34]. The 

authors used an AI approach to construct a mortality model. They explained the performance of the risk 

prediction model, which achieved remarkable accuracy and resulted in a significant per cent decrease in claims. 

Furthermore, the authors highlighted the need to adopt openness in order for the business to establish customer 

confidence and effectively address a constantly changing regulatory landscape that prioritizes computational 

choices. 

Given the importance of Customer Relationship Management (CRM) in the insurance sector, it is 

anticipated that this business will be at the frontline of digitalization and extensively use cutting-edge Artificial 

Intelligence (AI) technology. Nevertheless, deploying artificial intelligence technologies in organizations does 

not necessarily ensure success. With the use of AI, businesses may refine their approaches to client 

segmentation, leading to more effective CRM practices. Yum et al.[35] suggested a set of principles for AI-based 

client classification to standardize data mining projects in the insurance sector. This proposed guideline 

provides new insights for studies on AI-based technology implementation. The research primarily emphasized 

objectives such as promoting supplemental items to current clients, convincing consumers to modify their 

existing plans, and eventually acquiring new customers. The authors employed the measures of accuracy, 

recall, and f1-score in order to conduct an evaluation of the model that was developed. 

Yum et al.[35] conducted a study and found that the present client classification procedures are inaccurate 

and require even more investigation. They also noted that AI-based consumer classification has not been 

adequately explored. Additionally, they found that the conventional classification strategy fails to evaluate a 

significant portion of the data, leading to inaccurate customer categorize identification and customer 

dissatisfaction. Hence, the authors proposed a customer segmentation framework, CRISP-DM, specifically 

tailored for the insurance industry, with the aim of enhancing firms’ effectiveness. In addition, as part of a 

future study, the authors recommended using real evidence from the insurance firm or carrying out case studies 

to get a deeper understanding of insurance consumers concerning their traits and preferences. 

In the past few years, there has been an increase in the use of AI techniques in the insurance industry. 

However, researchers who work in the field of artificial intelligence (AI) sometimes face technical difficulties 

in keeping up with the ever-evolving literature and vast, complex, domain-specific expertise. Isa et al.[36] aimed 

to unify the rapidly expanding research on AI in the insurance sector by conducting a thorough literature study. 

This survey would allow for the incorporation of a wide variety of AI approaches into all of the insurance 

sector’s most significant responsibilities. The survey conducted by the authors explores the use of modern AI 

methods such as MLP, AdaBoost, SVM, Linear Regression, Naive Bayes, MLR, XGBoost, Random Forests, 

Logistic Regression, J48, Classification and Regression Trees (CART), REPTree, and Decision Trees in the 

insurance industry. The authors concluded that Overall, XGBoost performed better than the other AI methods 

evaluated. In addition, the authors found a few shortcomings in the earlier research, such as overlooking the 
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use of a deep learning algorithm to develop models, failing to make use of a variety of performance indicators, 

and not using the XAI approach to explain the models that were built. 

Several AI systems, especially DL models, are seen as “black boxes” owing to their complexity and lack 

of transparency, prompting a requirement for XAI (Explainable Artificial Intelligence). While such algorithms 

are effective at making forecasts, they fail to explain their decision-making processes. Life insurance requires 

doing a risk analysis on each person to be insured and calculating the proper amount of coverage and cost for 

that coverage. The field of life insurance stands to gain much from using XAI. XAI is helpful in a number of 

areas in the context of the insurance sector, such as apparent underwriting, risk evaluation, influenced 

judgment identification, client training, identification of fraud, and settlement management. Furthermore, The 

confidentiality of data and its safety must be carefully considered while deploying XAI in the life insurance 

market because of the sensitive nature of the information being handled. In summary, XAI’s ability to explain 

underwriting and claims judgments, assist in the identification of fraud, and facilitate the development of 

products will increase openness, fairness, and consumer confidence in the industry. 

Owens et al.[37] analysis explored the explainability of existing AI implementations in insurance business 

operations and insurance research. According to the findings of their investigation, the researchers conclude 

that XAI procedures are prevalent in claims administration, policy underwriting, and pricing processes. XAI is 

a crucial AI advancement for the system’s environmental issues to be dependable, transparent, and righteous. 

The evaluation of these XAI focal points in the broader picture of the insurance sector offers an appropriate 

study into the unique benefits of XAI, showing experts in the field where specific attention should be devoted 

to the advancement of XAI. The authors suggest a revised interpretation of XAI based on a comprehensive 

evaluation of XAI research in the insurance industry. This new definition contributes to the body of knowledge 

on appropriate XAI definitions. The researchers recognize that it is tricky to define XAI as it applies to all 

circumstances and is unique to their respective fields. The authors suggested a definition specific to the 

insurance industry, like “XAI is the transfer of understanding to AI models’ end-users by highlighting key 

decision-pathways in the model and allowing for human interpretability at various stages of the model’s 

decision process. XAI involves outlining the relationship between model inputs and prediction while 

maintaining the model’s predictive accuracy throughout.” The study conducted by the authors presents a 

comprehensive review of the available research on the utilization of XAI in the field of insurance. Furthermore, 

the authors sought to fill the void left by the lack of extensive examination of definitions of XAI by proposing 

specific criteria applicable to the insurance industry. In addition, the study explores several other definitions of 

XAI and offers an alternative, more contemporary definition of XAI that is appropriate for the insurance 

industry. 

The investigator Sushant[38] focused on investigating how the two significant mainstays of artificial 

intelligence—machine learning (ML) and deep learning (DL)—help address problems in the insurance sector. 

Insurers are experiencing complicated and novel issues due to the characteristics of the data they generate. 

While constructing different prediction models, traditional statistical and machine-learning techniques may not 

be effective enough. NLP, DL, and RL have the potential to be effective. Both deep learning (DL) and machine 

learning (ML) serve as the backbones of artificial intelligence, enabling the field to advance toward its many 

goals in areas such as identifying potential customers, accelerated underwriting, locating new business, 

Customized services, client classification, Customer retention, insurance loss prediction, forecasting claims, 

etc. Information extracted from policy repository systems using a range of AI methods, including image 

processing, text analytics, natural language processing, natural language understanding, and natural language 

generation, may aid in product creation, marketing, and risk assessments. Improvements to both present and 

prospective services might be made with the use of speech recognition technology by better comprehending 

the difficulties experienced by customers. 
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Furthermore, the implementation of AI in the insurance industry would result in a wide range of business 

advantages. These include enhancing customer satisfaction and loyalty, improving interactions with clients, 

boosting revenue, enhancing customer intellectual ability, tailoring content to individual needs, increasing 

efficiency, and lowering operational expenses. 

The insurance sector relies heavily on data, and AI is helping it make better use of all that information. 

Artificial intelligence can process, analyze, and assemble enormous data sets at a faster rate. The technique 

utilizes information to train machines to make predictions and take corrective measures. Artificial intelligence 

(AI) serves in areas such as customizing products to meet customer requirements, automating tedious 

server-side tasks, aiding in identifying and preventing fraud, accelerating the process of policy underwriting, 

etc. Insurers are leveraging digital platforms in an effort to broaden their customer base. Most insurance 

companies now use digital technologies like artificial intelligence and chatbots to improve their client 

experience. Several artificial intelligence (AI) technologies, including machine learning, RPA, text analytics, 

NLP, and audio/visual analysis, have the potential to alter the way services are delivered completely. Gupta[39], 

in his study, investigates how AI has influenced the insurance business and outlines the numerous AI 

applications employed by insurance companies to provide services that consequently satisfy clients. AI has 

become increasingly prevalent across various industries, experiencing significant growth in recent years. It is 

bringing up numerous business prospects, significantly enhancing businesses across multiple sectors, such as 

Insurance. Insurers are using Chatbots, a kind of virtual assistant that uses natural language processing and 

sentiment analysis to understand their customers better and increase satisfaction.  

Artificial intelligence (AI) is poised to revolutionize the insurance sector in many ways, including how 

services are underwritten, claims are handled, clients are reached, and fraud is uncovered. The goal of AI is to 

enable the delivery of revolutionary services to established user profiles. Its end goal is to promote consumer 

retention and confidence in the company via innovative services. Artificial intelligence helps insurers 

determine the optimal level of risk and create customized offerings for each client. Insurance companies will 

benefit on a long-term basis as a result of the lowered risk rate and preventative measures taken on time, which 

in turn provide chances for more business and cross-selling, which in turn will increase earnings. 

2.6. Related research work 

Data mining techniques have transformed the insurance sector. Insurers have gained the advantage of 

comprehensively analyzing client data with the development of data machine learning and data mining and may 

either intentionally or unintentionally sustain consumers by lowering turnaround time while issuing the policy. 

The core concept of ML is the idea that machines should possess the ability to learn and adapt through 

experience. Technology may help businesses realize the advantages of data gathering when used effectively[40]. 

Machine learning algorithms have also crafted an impact on the insurance sector, including the development of 

claim risk prediction, financial analytics, fraud detection, new product offerings and reinsurance[3]. 

The way insurance companies gather, analyze, edit, and handle data has changed as a result of data mining 

technologies. Data mining has made a significant contribution to risk prediction, customer inquiry, and claims 

processing. However, few life insurance firms still use classic actuarial formulae to forecast death rates and 

premiums. Method et al.[41] Summarize in their research how an increase in data volume affects the risk level 

assessment process. The author employed dimensional reduction methods like principal component analysis and 

backward elimination strategy to estimate Random Forest, ANN, Random Tree, and Multiple Linear Regression 

since the considered dataset has a significant set of attributes. Furthermore, Method et al.[41] considered RMSE 

and accuracy as crucial assessment metrics to evaluate predictive accuracy spanning various data mining 

methodologies[41]. 

Machine learning models are proven to be quite powerful in standardizing the categorization issue, and their 
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performance will improve if a substantial training database is presented. Insurance is indeed dependent on 

estimates for the future. Insurance companies make premium decisions based on the applicant’s historical 

features. However, as novel approaches become available, underwriters have begun to estimate premiums based 

on a broader range of applicant characteristics. Furthermore, these characteristics of applicants are used by 

automated models to determine risk levels. These risk ratings are used by underwriters to process the contract. 

Medical underwriting will also be skipped if this risk level is lower than the stated score, which will speed up the 

policy[42]. 

Risk in life insurance may be caused by a variety of factors such as age, family history, medical history, 

living conditions, and kind of job. Furthermore, the risk factor differs from one individual to the next. As a result, 

before issuing the policy, a process is needed to determine the applicant’s risk level. Manual processing might 

take quite some time to assess an applicant’s risk level since it needs comprehending and evaluation of the 

applicant’s varied facts. As a result, data mining technologies such as machine learning models may be used to 

alleviate the problem of policy processing slowness[43]. The researchers used machine learning models such as 

Random Tree, Random Forest, and XGBoost to evaluate the models in their research. The weighted kappa 

coefficient was used to assess the models in their investigation. The Kappa coefficient value was used to 

determine the accuracy of all the algorithms that were investigated. The author finds that the XGBoost model is 

effective based on his observations. Furthermore, missing values have no effect on the XGBoost model, 

according to this research. This is due to the fact that the Gradient boost model learns despite missing values. 

Risk assessments are conducted by life insurance firms to ascertain individual risk levels and assess client 

suitability as per the information given by customers through the application form. In the insurance industry, risk 

prediction is solely dependent on clients’ past records. Furthermore, because history records would be unique to 

each claimant, it is much more probable that past data will be lost. As a result of its sparsity awareness, XGBoost 

is a much-needed algorithm to weigh the risk rating of the individual[44]. Rusdah and Murfi[44] explored by 

generating two sets of data, one by not using any imputation techniques and the other with the well-known 

imputation techniques Mean and KNN. In his research, Rusdah and Murfi[44] used the XGBoost approach and 

investigated the methodology with and without data imputation, concluding that the accuracy  of the two models 

is similar. Theoretically, similar work was also carried out by Mustika et al.[43], in which the researcher proved 

that XGBoost gives better performance despite the fact that the data has significant missing values. A very 

essential component in assessing risk level is that it determines the insurance company’s success. The manual life 

insurance application process has become outdated as a result of the emergence of data mining and machine 

learning technology. To label risk categorization and eligibility, underwriters are often given detailed 

demographic details of the applicant. This procedure usually takes around 30 days to complete. Customers have 

the option to approach alternative competitors in the market or, in the worst-case scenario, decide not to purchase 

the insurance at all. 

Hutagaol and Mauritsius[5] researched to explore the impact of automation on the risk assessment process 

for life insurance companies. They aimed to understand how this technology can assist in determining the level 

of risk associated with proposals from potential clients. They used the linear kernel SVM method, the Random 

Forest algorithm, and the Naive Bayes algorithm. The authors used Accuracy, Precision, and Recall to assess 

the efficiency of the models constructed. As a significant portion of the data points in the dataset belong to one 

class, the researcher converted the multiclass dataset to binary. Based on their research, they concluded that 

Random Forest provided the maximum accuracy[5]. (Risk Level Prediction of Life Insurance Applicant using 

Machine Learning). 

In Chen’s work[45], he briefly discusses how the consistency and reliability of the screening procedure affect 

the link between firm brand image and insurance company profitability. Fombrun and Van Riel[46] state that 

“Corporate reputation is the overall representation of a company’s previous actions and outcomes that 
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demonstrate the company’s potential to produce valued returns to multiple shareholders.” Hence, improving the 

turnaround time and the efficiency of the underwriting process, as well as the correctness of risk level evaluation, 

is crucial to retaining the customer base and attracting potential ones. 

Typically, firms make their policy issuance decisions entirely on the information given by consumers. 

However, insurance businesses frequently encounter the issue of adverse selection, which is a widespread 

occurrence[30]. It describes a scenario in which insurance firms lack sufficient information on an individual and 

offer a contract to someone whose risk levels are high. Insurance companies need to make an extra effort to 

refrain from such a negative choice since it will have a significant impact on their financial position. When 

providing a policy, insurers should consider all of the features of customers that impact the assessment process. 

The goal of this research is to establish a learning algorithm to solve the issue of negative choice that 

appropriately classifies the risk level of candidates. 

The scholars Gopi and Govindarajula[31], as part of their research methodology for data imputation, 

considered a computational approach for categorical variables and a median strategy for continuous variables. 

Furthermore, the authors used the strategy of categorizing risk levels to reduce dimensionality. In this study, the 

strongest model was chosen using the metric ROC index as the eligibility criteria. He proposed that the genetic 

element be considered when insuring insurance as a recommendation for future research. To assess application 

risk, companies utilize customer data. Depending on this evaluation, firms accept applications and compute 

premiums depending on applicant risk[47]. Life insurance firms continue to use conventional underwriting rules 

to assess mortality rates and life insurance policy premiums. Furthermore, life insurance businesses have started 

adopting data analytics to boost their company, even though real research into how data mining might benefit the 

life insurance industry has yet to be undertaken. Data mining techniques have been studied to detect insurance 

business fraud[48]. 

For years, life insurance firms have used conventional mortality tables and actuarial data to predict lifetime 

and create underwriting rule sets. Traditional methods, on the other hand, take time and are frequently expensive. 

As a result, it’s critical to figure out how to make the underwriting process more efficient while still staying 

within budget[49]. The authors of this study, Boodhun and Jayabalan[49], used a prudential dataset and 

preprocessed it by removing characteristics having missing data percentages of more than 30. Furthermore, 

based on the study, their research concluded that missing data were MAR and used the appropriate imputation 

procedure, which included deleting category categories and considering numerical variables for imputation. 

Additionally, it followed a strategy that applied dimensional reduction methodology before applying ML 

algorithms to improve risk level assessments and considered MAE and RMSE as evaluation criteria for 

evaluating models. Furthermore, researchers compared models such as REPTree, ANN, Random Tree and 

MLR using feature extraction strategy, PCA, and CFS. They discovered that the CFS technique worked well 

with lower error rates for most models. 

Boodhun and Jayabalan[49] followed a strategy that applied dimensional reduction methodology before 

applying ML algorithms to improve risk level assessments and considered MAE and RMSE as evaluation 

criteria for evaluating models. Tables 1 and 2 provide a comprehensive overview of the contributions made by 

academics to risk prediction for new business in the insurance industry. 
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Table 1. Consolidation of scholar’s contribution. 

Study Insurance sector Methodology ML Models Criteria Outcome 

Boodhun and 

Jayabalan[49] 

Prudential Dataset 

59,381(Rows) * 

128 (Features)  
dataset 

Dimensionality reduction 

approaches CFS, and PCA were 

used to improve model 

estimations. 

Multiple Linear 

Regression 

REPTree, Random Tree 

Artificial Neural Network 

MAE, 

RMSE, CFS, 

PCA 

Overall, CFS 

outperformed the 

majority of the models 

investigated in this 

study. ANN, on the 

other hand, has 

performed better with 

PCA. 

Mustika et al.[43] Prudential Dataset 

59,381(Rows) *  

128 (Features) 
dataset 

Different data imputation 

techniques were applied for DT 

and RF models and compared with 

XGBoost’s optimized parameters 

to evaluate the final model. 

XGBoost and its variants 

Decision tree 

Random Forest 

Accuracy 

with Kappa 

coefficients 

The Random Forest 

model worked well with 

the applied backward 

elimination strategy. 

Method et al.[41] Prudential Dataset 

59,381(Rows) *  

128 (Features) 
dataset 

Employed feature elimination 

technique during the preprocessing 

stage to enhance model prediction 

accuracy. 

Feature 

Elimination—PCA, 

Backward elimination 

NaiveBayes 

Logistic Regression 

Random Tree 

Random Forest 

Accuracy 

RMSE 

The Random Forest 

model worked well with 

the applied backward 

elimination strategy. 

Bi et al.[2] Prudential Dataset 

59,381(Rows) *  

128 (Features)  

dataset 

During the preprocessing phase, 

several data imputation 

approaches and feature selection 

strategies were applied to improve 

model performance. In addition, 

the approach of transforming 

classification analysis into 

regression analysis was used. 

Linear model 

SVM 

Random Forest 

XGBoost 

Kappa Score, 

Accuracy 

The choice of features 

has minimal influence 

on accuracy. Ensemble 

models can have a high 

level of accuracy. Since 

the classification issue 

was converted to 

regression, there has 

been a significant 

improvement in 

accuracy. 

Rusdah and 

Murfi[44] 

Prudential Dataset 

59,381(Rows) *  

128 (Features)  
dataset 

Employed different data 

imputation techniques and 

evaluated the XGBoost model with 

and without imputation 

XGBoost Considered 

Confusion 

Matrix for 

evaluating 

the model. 

XGBoost is required to 

manage missing values 

as there is a 

sparsely-aware finding 

algorithm to deal with 

missing values in Risk 

Prediction. 

Biddle et al [50] Australian insurance transition-based and 

selection-based methods were 

used to minimize learning time and 

feature space during preprocessing 

to increase accuracy. 

Logistic regression 

Xgboost 

Recursive feature 

elimination 

receiver 

operating 

curve (roc) 

reduced feature vector 

size saves learning time, 

increases accuracy, and 

prevents over-fitting. 

due to the necessity for 

a limited number of 

characteristics, xgboost 

is the most optimal 

model. 

Table 2. Consolidation of scholar’s contribution contd. 

Study Insurance Sector Methodology ML Models Criteria Outcome 

Gopi and 

Govindarajula[31]  

Prudential Dataset 

59,381(Rows) *  

128 (Features)  
dataset 

Investigated using a statistical 

approach for categorical variables 

and a median technique for 

continuous variables while 

carrying out data imputation. In 

addition, the authors used the 

method of reducing dimensionality 

by classifying risk categories into 

three levels.  

Neural Networks 

Ensemble model 

Decision Tree 

Receiver 

Operating 

Curve (ROC) 

The research 

demonstrated 

imputation methods 

used for missing values 

and dimensionality 

reduction techniques to 

help retain only the 

variables that explain 

the target variable. 

ANN model has the best 

AUC ROC Index. 

Hutagaol and 

Mauritsius[5] 

Prudential Dataset 

59,381(Rows) *  

128 (Features)  
dataset 

the target variable will be changed 

to binary. Since the majority of the 

data is with response 8. 

Support vector machine 

(SVM)  

Random Forest  

Naive Bayes. 

confusion 

matrix, 

accuracy, 

precision, 

and recall  

Random Forest 

performed well with the 

highest precision 

https://www.kaggle.com/c/prudential-life-insurance-assessment/data
https://www.kaggle.com/c/prudential-life-insurance-assessment/data
https://www.kaggle.com/c/prudential-life-insurance-assessment/data
https://www.kaggle.com/c/prudential-life-insurance-assessment/data
https://www.kaggle.com/c/prudential-life-insurance-assessment/data
https://www.kaggle.com/c/prudential-life-insurance-assessment/data
https://www.kaggle.com/c/prudential-life-insurance-assessment/data
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Table 2. (Continued). 

Study Insurance Sector Methodology ML Models Criteria Outcome 

Gupta et al.[6] Prudential Dataset 

59,381(Rows) *  

128 (Features)  
dataset 

The Dirichlet Procedure separated 

the data to create data allocations 

for distinct consumer groups. 

Training with a variable client 

distribution and count is simulated 

using the dataset divided across 

numerous clients. Also, the 

researchers compared the FL 

strategy to a centralized one that 

trains the whole dataset. 

Keras Sequential Model 

XGBoost  

Decision Tree  

Random Forest 

Quadratic 

Kappa Score 

The stated FL method 

has been shown to be 

more effective than the 

standard centralized 

method. 

The work done by Method et al.[41] is conceptually built on the approach of using dimensionality reduction 

strategies during the preprocessing stage to enhance model power. Gupta et al.[6] centred around safeguarding 

customer information privacy. To address this concern, Gupta et al.[6] proposed a federated learning strategy 

that operates in a distributed manner, ensuring that actual data is not shared. The author used the Dirichlet 

Procedure to split the data in order to generate various data allocations across different customer groups. The 

dataset is split among many customers and used to simulate training with a variable client spread and client 

count. It has been suggested that the created models be evaluated using the measure known as the Quadratic 

Kappa Score[6]. Gupta et al.[6] followed the strategy of comparing the FL method with a centralized one that 

uses the whole dataset for training. The stated FL method has been shown to be more effective than the 

standard centralized method. The proposed FL learning methodology gives insurance firms the scope to 

collaborate and develop a robust predictive model without actually sharing their data[6]. 

Rusdah and Murfi[44] proposed a conceptually identical work on the effect of missing values on the 

accuracy of a machine learning model in risk prediction, in which he experimented and justified that the 

XGBoost algorithm works well despite missing values in the dataset. Biddle et al.[50] suggested that applicants 

should comply with previous claims when determining the cost of underwriting decisions. Regression using 

feature extraction strategy, principal component Analysis and correlation-based feature selection technique, and 

discovered that the CFS technique worked well with lower error rates for most of the models. 

3. Conclusions 

As per the study carried out by researchers, Clustering, classification, and regression are the most 

extensively utilized methodologies for evaluating customer analytics to appropriately analyze the behaviour of 

customers, which assists insurers in forecasting client demands. Another purpose of studying customer 

behaviour has been to offer customers the desired services, thereby reducing turnover. According to the 

research studies, categorization is a generally used strategy in the insurance market for risk assessment and 

fraud identification that helps organizations enhance their revenue. In addition, research shows that 

segmenting clients into organized groups can help with customer engagement. 

The research papers reviewed in this paper use many supervised machine learning models that focus on 

increasing applicant risk level assessment. Analogies with recognized insurance risk modelling techniques 

were used to assess the findings. Furthermore, the studies reviewed in the paper studied a variety of services 

offered in the insurance industry using artificial intelligence (AI) and XAI applications that include but are not 

limited to apparent underwriting, risk evaluation, influenced judgment identification, client training, 

explaining underwriting and claims judgments etc. A review of previous works conducted by the researchers 

was conducted systematically on the calibration and classification performance. Furthermore, for each study, 

data such as whether scholars disclosed the occurrence of incomplete information on evaluated findings and 

risk prediction model features were examined. And, if there was any missing data, the way it was handled was 

examined. In each article, model assessment metrics such as the AUC-ROC, accuracy, RMSE, and MAE, 

https://www.kaggle.com/c/prudential-life-insurance-assessment/data
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confusion matrix were explored for each model. 

Typically, academics have used accuracy as a criterion for determining an insurance applicant’s risk level. 

There are various risk prediction models available for policy issuance, and statistical comparisons help to bring 

them closer together. The literature is definitely influenced by outcome selection and positive biases. This 

study reveals two new insights into insurance risk assessments using a customer dataset. The first is a 

combination of a class-balancing approach with cross-validation on the customer dataset, and the other is a 

combination of class balance with hyperparameter tweaking on the customer dataset, both of which have not 

received much attention in the literature. In addition, the researchers experiments did not take into 

consideration the performance of the system while they were assessing the performance of the model. It is 

suggested for future research to combine the above three techniques to identify the most suitable model for 

accurate risk assessment while also taking into consideration the system performance metrics in order to 

evaluate the performance of the model. 
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