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ABSTRACT 

The article employs machine learning, specifically the CLIP (Contrastive Language-Image Pretraining) model, to 

analyze Chinese character sculptures’ cultural attributes. It overcomes challenges in multi-dimensional data processing 

and high digitization costs. The process involves normalizing sculpture images, using FastText for vector representations 

of Chinese characters, and mapping text to the same embedding space as images for word embedding. The CLIP model, 

through unsupervised training, minimizes the negative logarithmic likelihood loss between image and text embeddings 

to establish cultural attribute representations. Key findings include the CLIP model’s improved performance over the M3 

model, with a 5.4% higher average AUC. The model demonstrates high efficiency and accuracy, evident in its low RMSE 

(0.034) and MAE (0.025) and fast analysis time of 182 ms. This approach effectively and accurately analyzes the cultural 

attributes of Chinese character sculptures, addressing existing research gaps. 
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1. Introduction 

Chinese character sculpture is a creative form that integrates the 

shape and structure of Chinese characters into sculpture art. By 

carving, shaping, and other handicraft techniques, the strokes, lines, 

and shapes of Chinese characters are given three-dimensional 

expression, conveying the artistic beauty and cultural connotations of 

the text. However, there are still some problems in the current 

research on sculpture. When analyzing its cultural attributes, there are 

challenges such as strong subjectivity[1,2], low data processing 

efficiency[3,4], and high digitization costs[5,6]. By introducing machine 

learning technology, it can effectively improve the objectivity and 

analysis efficiency of the cultural attributes of Chinese character 

sculpture, and more comprehensively understand and present this 

unique art form. The inspiration for this study stems from the intricate 

blend of linguistic art and sculptural expression in Chinese character 

sculpture, an artistic form that embodies deep cultural significance. 

This research is motivated by the need to unravel and digitally 

encapsulate the profound cultural essence embedded in these 

sculptures, a domain that remains insufficiently explored and 

understood in current scholarly discourse. Our investigation confronts 

several formidable challenges, notably the strong subjectivity 

inherent in cultural interpretations, the low efficiency in processing 

complex data sets, and the considerable costs associated with digital 

conversion of these intricate artworks. Addressing these challenges is 

critical to developing a nuanced understanding of the cultural 
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attributes of Chinese character sculpture. 

This study introduced the CLIP model in machine learning technology to achieve a comprehensive 

analysis of the cultural attributes of Chinese character sculptures. Chinese character sculpture images from 

different regions, historical periods, and artistic genres were normalized, including steps such as size 

adjustment, grayscale standardization, and brightness equalization. The feature points of the sculpture image 

were matched to a three-dimensional space for triangulation, generating a three-dimensional point cloud, and 

reconstructing the surface shape and three-dimensional structure of the Chinese character sculpture. Chinese 

character sculpture text data was collected, and the FastText model was utilized to semantically correspond 

text data with images. The semantic correspondence between text and images was established, and the weight 

matrix was adjusted. The text processed by word embedding was mapped to the space of image embedding 

and effectively compared in a common semantic space. In the unsupervised training phase of the CLIP model, 

comparative learning methods were used to minimize the negative logarithmic likelihood loss between image 

and text embeddings and establish cultural attribute representations. By using the gradient descent method, the 

negative logarithmic likelihood loss of comparative learning was minimized. By using gradient weighted 

mapping method, the model’s attention to Chinese character sculpture images was visualized, presenting the 

model’s decision-making process in an interpretable manner. The K-means clustering algorithm was used to 

reveal the internal structure and correlation of cultural attributes of Chinese character sculpture. The clustering 

center was iteratively optimized to more accurately depict the group structure of cultural attributes of Chinese 

character sculptures. In the experiment, a leave-one-out cross validation was used to partition the dataset, and 

precision, recall, F1 value, accuracy, AUC value, RMSE, MAE, and analysis time were used as evaluation 

indicators. The results showed that the CLIP model had a calculated mean of 0.98 for precision, recall, F1 

value, and accuracy in the analysis of Chinese character sculptures with 10 different cultural attributes, which 

was significantly better than models such as M3, Dual-Attention Network, Image-Text Embedding Model, and 

ViLBERT (Vision-and-Language Bidirectional Encoder Representations from Transformers). The average 

AUC of CLIP model for classifying Chinese character sculptures under 10 different cultural attributes was 

0.98, which was about 5.4% higher than the M3 model. The model used achieved the lowest RMSE (0.034) 

and MAE (0.025) while also achieving the fastest analysis speed of only 182 milliseconds. This study’s 

principal contribution lies in harnessing advanced machine learning technology, specifically the CLIP model, 

to significantly enhance the objectivity and analytical efficiency in exploring the cultural attributes of Chinese 

character sculpture. Through our innovative approach, we offer a more comprehensive and nuanced 

understanding of this unique art form, thereby filling a critical gap in existing research. 

2. Related work 

The in-depth research on the attributes of sculpture is a key topic at present. The existing research on 

sculpture mainly focuses on aspects such as history[7,8], art[9,10], and linguistics[11,12]. From the perspective of 

philosophical argument in art, Scott[13] discussed various methods for constructing marble sculptures. 

Distinguishing art based on the spatial and temporal arrangement of semiotic elements, Fraser[14] traced his 

research on sculpture back to the late 19th century in artistic writing. After conducting continuous research on 

black sculptures in Brazil, Barata[15] raised the issue of artistic development related to the changes in African 

Brazilian religion. Facing the imaginative, creative, and technical challenges involved in contemporary 

sculpture, Mihai Ionut[16] explored the application of new media and modern photography in contemporary 

sculpture art works. In the process of studying the history of sculpture, scholars such as Heginbotham et al.[17] 

successfully used Energy Dispersive X-Ray Florescence (ED-XRF) spectroscopy to measure the production 

date of the sculpture. In order to protect the history and tradition of folk applied art, Jabbarov[18] conducted a 

detailed analysis of the types, forms, and origins of patterns in Uzbekistan’s sculpture art. Although relevant 

research has been conducted on the historical evolution of sculpture in the past, it has often overlooked the in-
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depth exploration of its cultural attributes[19,20]. Due to limitations in data processing and method selection, 

there are still shortcomings in the in-depth analysis of sculpture cultural attributes. 

In recent years, multimodal learning methods in machine learning have provided an innovative research 

approach for deeply understanding the artistic features and cultural connotations of sculpture. CLIP is a 

multimodal learning model developed by OpenAI[21,22], which combines training from image and text data to 

enable the model to understand the relationships between images and text, and achieve cross modal tasks[23,24]. 

The main idea is to learn by comparing images and text, map relevant content to a common embedding space[25], 

and achieve semantic alignment of images and text without task specific labels[26,27]. Previous studies have 

shown that using the CLIP model can better capture the semantic relationships between images and text, and 

analyze object attributes more comprehensively[28,29]. Utilizing the semantic capabilities of CLIP models in 

large-scale data scenarios, scholars such as Gal et al.[30] proposed a new text driven approach that allows for 

the transfer of generated models to new domains without the need to collect individual images. Using CLIP 

technology, scholars including Huang[31] developed a multimodal artificial intelligence based on Pathology 

Language-Image Pretraining (PLIP) for processing publicly annotated medical images and achieving 

comprehensive understanding of images and texts. To improve the efficiency of local text driven editing tasks 

for general images, scholars such as Avrahami[32] adopted the Latent Diffusion Model (LDM). This model run 

in a low dimensional latent space, achieving accelerated diffusion by eliminating the need for resource 

intensive CLIP gradient calculation in each diffusion step. Inspired by the latest progress in natural language 

processing (NLP) real-time learning research, scholars including Zhou[33] proposed Context Optimization 

(CoOp), a method specifically designed to adjust CLIP models for downstream image recognition. Facing the 

problems of long training time, high storage requirements, and identity loss in existing personalized methods, 

Gal et al.[34] adjusted the encoder domain based on the CLIP model to achieve rapid personalization from text 

to image models. Based on the CLIP model idea, scholars such as Zheng et al.[35] embedded images and text 

into a shared visual text space through instance loss, and treated each image/text group as a category using 

unsupervised assumptions. By utilizing the CLIP model to combine the advantages of language and images, it 

is possible to analyze the cultural attributes of Chinese character sculptures more comprehensively and 

objectively, making up for the shortcomings of existing research. 

3. Chinese character sculpture image and text data processing 

By extensively searching the databases of well-known digital art museums, online platforms of cultural 

institutions, and related art research institutions, Chinese character sculpture images from different regions, 

historical periods, and art genres are obtained to ensure cultural diversity of the data. Through the digital 

platform of the museum, Chinese character sculpture images covering multiple cultural aspects such as 

historical tradition and contemporary innovation are obtained. Table 1 shows the number of Chinese character 

sculpture images obtained from different regions, historical periods, artistic genres, and cultural levels in the 

study. 

Table 1. Statistics on the quantity of obtained Chinese character sculpture images of various types. 

Region Historical period Art movement Cultural aspect Number of Chinese 

character sculptures 

China Ancient Times Traditional Culture Revival Historical Tradition 302 

China Modern Times Abstract Art Contemporary Innovation 204 

Taiwan Contemporary Times Contemporary Art Cultural Diversity 153 

Hong Kong End of 20th Century Experimental Art Urban Culture 128 

Japan Middle Ages Traditional Japanese Art Traditional Culture 189 

United States Contemporary Times Digital Art Fusion of Technology and Art 257 
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Table 1. (Continued). 

Region Historical period Art movement Cultural aspect Number of Chinese 

character sculptures 

France Renaissance Modernism Art and Philosophy Integration 172 

South Korea Contemporary Times Korean Traditional Sculpture Contemporary Aesthetics 196 

Singapore Contemporary Times Avant-garde Art Cross-cultural Communication 138 

Australia Contemporary Times Indigenous Art Environmental Protection 111 

Through steps such as size adjustment, grayscale standardization, and brightness equalization, the 

obtained Chinese character sculpture images are normalized to ensure the consistency of the data in subsequent 

machine learning models: 

The image pixels are weighted and summed to achieve size adjustment of Chinese character images. The 

linear interpolation process is shown in Equation (1): 

𝐼𝑎(𝑥, 𝑦) =∑ ∑ 𝐼𝑜(𝑖, 𝑗) ∙ 𝐾(𝑥 − 𝑖, 𝑦 − 𝑗)
𝑗𝑖

 (1) 

Here, 𝐼𝑜  represents the original image; 𝐼𝑎 represents the resized image; K represents the interpolation 

kernel function. In the grayscale standardization stage, Z-score standardization is used to process each pixel in 

the image according to Equation (2): 

𝐼𝑠(𝑥, 𝑦) =
𝐼𝑎(𝑥, 𝑦) − 𝜇

𝜎
 (2) 

Among them, 𝜇 is the average grayscale value of the image, and 𝜎 is the standard deviation of the 

image. Through this step, it is ensured that the distribution of image grayscale values has zero mean and unit 

variance. Histogram equalization is further utilized to achieve brightness equalization, and the cumulative 

distribution function of the image is mapped to a uniform distribution, as shown in Equation (3): 

𝐼𝑏(𝑥, 𝑦) = 𝐻𝑖𝑠𝑡𝐸𝑞𝑢𝑎𝑙𝑖𝑧𝑒(𝐼𝑠(𝑥, 𝑦)) (3) 

Here, the mapping relationship of pixel values is adjusted through histogram equalization to improve the 

overall image contrast. The partial Chinese character sculpture images processed through the above steps are 

shown in Figure 1. 

 
Figure 1. Normalization processing of Chinese character sculpture images. 

Figure 1 shows the processing process for Chinese character sculpture images, including original images, 

size adjustment, standardization, and equalization. According to Figure 1, the normalization of the image is 

successfully achieved while eliminating heterogeneity, providing a stable data foundation for subsequent 
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machine learning models. The Chinese character sculpture image is generated into a multidimensional model 

in space, and the image based 3D reconstruction method SfM (Structure from Motion) is utilized to reconstruct 

the 3D structure from the Chinese character sculpture image, as shown in Figure 2. 

 
Figure 2. Reconstruction process of Chinese character sculpture images in three-dimensional space. 

Figure 2 shows the reconstruction process of Chinese character sculpture images in three-dimensional 

space. The feature points of the original sculpture image in Figure 2a are matched to three-dimensional space, 

and the surface shape of the Chinese character sculpture is reconstructed through triangulation, generating a 

three-dimensional point cloud composed of a large number of points in Figure 2b. Each point corresponds to 

a position on the surface of the object, resulting in the Chinese character sculpture model shown in Figure 2c. 

By visiting art magazines, exhibition reviews, and online art platforms, this study collects expert analysis 

and evaluations of different Chinese character sculptures, and obtains professional perspectives on the aesthetic 

characteristics of Chinese character sculptures. Referring to the actual exhibition guides of multiple museums, 

the interactive experience descriptions of the audience in the exhibition are extracted. The text content mainly 

comes from the exhibition guide manual, visitor message book, and actual feedback from visitors officially 

released by the museum, in order to capture the audience’s intuitive feelings and understanding of Chinese 

character sculptures. Multiple experts and scholars have collected academic descriptions of Chinese character 

sculpture. This study covers multiple fields such as art history, cultural studies, and sculpture theory, providing 

deeper cultural background and theoretical support for research. 

The FastText model is adopted to semantically correspond the collected text data with Chinese character 

sculpture images, with a focus on considering the n-grams information of Chinese characters. The Chinese text 

is segmented to obtain the vocabulary sequence of the Chinese text; the word embedding processing is carried 

out. If dictionary D contains embedded representations of all characters, then for a Chinese character w, its 

word embedding representation is calculated as Equation (4): 

𝐸𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔(𝑤) =
1

|𝑤|
∑ 𝐷[𝑤𝑛]

|𝑤|

𝑛=1

 (4) 

Here, 𝑤𝑛 represents the nth character of the Chinese character w, and |w| is the length of the word. The 

semantic correspondence between text and images is further established, and the weight matrix is adjusted. 

The text processed by word embedding is mapped into the space of image embedding, enabling effective 
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comparison between text and image in a common semantic space. Some text mapping results are shown in 

Table 2. 

Table 2. Text mapping results. 

Text ID Chinese text Word embedding 

visualization location 

Image embedding 

similarity score 

Equivalent 

vocabulary size 

Text length 

001 Classical style sculpture (2.5, 3.8) 0.89 300 20 

002 Modern innovative design Chinese 
sculpture 

(−1.2, 4.5) 0.75 400 25 

003 Traditional cultural expression (0.9, 1.2) 0.92 250 15 

004 Abstract artwork (−3.0, −2.5) 0.81 350 18 

005 Unique Creation of contemporary artists (4.2, 0.5) 0.88 280 22 

Table 2 shows some of the text mapping results. Among them, the text ID provides a unique identifier 

for each text, used to track and reference each text. The Chinese character text describes the content related to 

each text and Chinese character sculpture. The visual position of word embedding displays the coordinates of 

the word embedding in the two-dimensional space obtained through dimensionality reduction technology, 

reflecting the relative position of each text in the embedding space. The image embedding similarity score 

displays the similarity score between each text and the corresponding image embedding, indicating the degree 

of semantic correspondence between the text and the image in the shared embedding space. The equivalent 

vocabulary reflects the number of words used to describe the content of Chinese character sculptures, and a 

larger vocabulary represents a richer description. The text length provides the number of characters per Chinese 

character text, used to evaluate text complexity and information density. 

4. Unsupervised training of CLIP model 

The unsupervised training phase of the CLIP model uses a contrastive learning method to minimize the 

negative logarithmic likelihood loss between image and text embeddings, forcing the model to learn to embed 

related images and text closely, while separating irrelevant images and text embeddings, and establishing 

cultural attribute representations in the embedding space. In this study, the CLIP model was enhanced to 

analyze the cultural attributes of Chinese character sculptures more effectively. Key improvements include a 

strengthened dual-pathway encoder architecture, with the text encoder expanded from 15 to 30 layers, each 

featuring 76 self-attention heads and a hidden layer dimension of 1280, specializing in processing Chinese text 

data. The image encoder, based on an enhanced Vision Transformer design, has 40 self-attention heads per 

layer and an expanded hidden layer size of 2560, processing 20 images per second at a resolution of 1000 × 

1000 pixels. A fusion layer with 512 neurons effectively combines high-dimensional text and image feature 

vectors. The model’s downstream segment incorporates contrastive learning with complex loss function 

optimization, a learning rate of 0.0005, and a batch size of 512, reducing overfitting risk. The output layer, 

comprising 200 neurons, generates the final categorization results. These improvements significantly boost the 

model’s performance in processing and understanding the cultural attributes of Chinese character sculptures. 

For each sample, a positive sample pair (I, T) is constructed, where I and T are related image and text 

embeddings, respectively. At the same time, negative sample pair (I′,T′) is constructed by selecting samples 

of different categories from the dataset, where I′ and T′ are image and text embeddings that are not related 

to I and T, respectively. The distance metric in the embedded space is defined as cosine similarity, as shown 

in Equation (5): 

𝑑(𝐼, 𝑇) =
𝐼 ∙ 𝑇

|𝐼| ∙ |𝑇|
 (5) 

Among them, 𝐼 ∙ 𝑇 represents the dot product of vectors I and T, and |𝐼| and |𝑇| represent the norm 
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of vectors I and T, respectively. In comparative learning, the cosine similarity of positive sample pairs should 

be close to 1, while the cosine similarity of negative sample pairs should be close to −1. The loss function of 

the comparison function adopts negative logarithmic likelihood loss, as shown in Equation (6): 

ℒ = −log⁡(
𝑒𝑥𝑝(𝑑(𝐼, 𝑇)/𝜏)

𝑒𝑥𝑝 (
𝑑(𝐼, 𝑇)

𝜏 ) + ∑ 𝑒𝑥𝑝(𝑑(𝐼′ , 𝑇𝑖)/𝜏)
𝑁
𝑖=1

) 
(6) 

Here, N represents the number of negative samples, and 𝜏 is a temperature parameter used to balance 

the distance between positive and negative samples. Using the gradient descent method, the negative 

logarithmic likelihood loss of contrastive learning is minimized by adjusting model parameters to minimize 

the distance between positive sample pairs and maximize the distance between negative sample pairs, as shown 

in Figure 3. 

 
Figure 3. Gradient descent process. 

Figure 3 shows the gradient descent process of negative logarithmic likelihood loss. The horizontal axis 

represents the number of iterations (1–100), and the vertical axis represents the loss value. Different curves 

represent different model parameters. As the number of iterations increases, the model loss under each 

parameter gradually decreases. The 12th parameter setting performs best and is used in the study. The gradient 

calculation of the loss function on the model parameters is shown in Equation (7): 

𝜕ℒ

𝜕𝜃
= −

1

𝜏
(𝑇 −

𝑒𝑥𝑝(𝐼 ∙ 𝑇/𝜏)

𝑒𝑥𝑝 (𝐼 ∙
𝑇
𝜏
) + ∑ 𝑒𝑥𝑝(𝐼′ ∙ 𝑇𝑖/𝜏)

𝑁
𝑖=1

) ∙
𝜕(𝐼 ∙ 𝑇)

𝜕𝜃
 (7) 

Among them, 𝜃 represents the model parameters. By extracting multi-layer embeddings in the trained 

CLIP model, the cultural attribute representation C of Chinese character sculptures is obtained. Among them, 

𝐶 = {𝐶1, 𝐶2, ⋯𝐶𝑀}. M is the number of embedded layers. By completing unsupervised training of comparative 

learning, the CLIP model successfully establishes a cultural attribute representation of Chinese character 

sculptures in the embedding space. 

5. Extraction and aggregation of cultural attribute features of Chinese 

character sculpture 

The gradient weighted mapping method is used to visualize the model’s attention to Chinese character 

sculpture images and present the model’s decision-making process in an interpretable manner. 

The feature map 𝐴(𝑘) of the last layer in the CLIP model is considered, where k represents the channel 

index. For the category score 𝑦𝑐 output by the model, directional propagation is used to calculate the gradient 

relative to the category score, as shown in Equation (8): 
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𝜕𝑦𝑐
𝜕𝐴(𝑘)

 (8) 

This gradient represents the direction in which the category score increases by 𝑦𝑐, which is the degree of 

attention the model places on that category. The global average pooling on the gradient of feature map 𝐴(𝑘) 

is performed to obtain weight 𝛼𝑘 on channel k, as shown in Equation (9): 

𝛼𝑘 =
1

𝑍
∑ ∑

𝜕𝑦𝑐

𝜕𝐴(𝑘)𝑗𝑖
(𝑖, 𝑗) (9) 

Here, Z is the spatial size of the gradient. The obtained weight 𝛼𝑘 is used to weight and sum the feature 

maps to generate a thermal map 𝐿𝑐, as shown in Equation (10): 

𝐿𝑐 = 𝑅𝑒𝐿𝑈(∑ 𝛼𝑘𝐴
(𝑘)

𝑘
) (10) 

Among them, 𝑅𝑒𝐿𝑈 represents correcting the linear unit to ensure that the result is non negative. The 

process concentrates the heat map 𝐿𝑐  on the key areas identified by the model as category c, thereby providing 

a visual display of model decisions. To map the thermal map back to the original image space, the thermal 

map is normalized according to Equation (11): 

�̂�𝑐(𝑖, 𝑗) =
𝐿𝑐(𝑖, 𝑗)

max⁡(𝐿𝑐)
 (11) 

Here, max⁡(𝐿𝑐) represents the maximum value of the thermodynamic diagram. The regions of interest 

for CLIP model in Chinese character sculpture images are shown in Figure 4. 

 
Figure 4. CLIP model focus area visualization. 

Figure 4 respectively shows the visualization results of the original image, CLIP model’s focus area, and 

the model’s focus area heat map. In Figure 4b, green wireframes are used to mark the key focus areas of the 

model, while green lines are used to correspond to the content in the original image. In the thermal diagram 

shown in Figure 4c, the horizontal axis represents different pixels, and the vertical axis represents the degree 

of attention to the region. K-means clustering algorithm is used to reveal the internal structure and correlation 

of cultural attributes of Chinese character sculpture. By iteratively optimizing the clustering center, samples 

are allocated to the nearest center to more accurately depict the cultural attribute group structure of Chinese 

character sculptures. The clustering process is shown in Figure 5. 
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Figure 5. Clustering process of cultural attributes of Chinese character sculptures. 

Figure 5 shows the process of clustering the cultural attributes of Chinese character sculpture “Zhen” six 

times using the K-means clustering algorithm. After reducing the cultural characteristics of Chinese character 

sculptures to 2D and normalizing them, the X and Y axes in Figure 5 are formed. It can be seen that the data 

is divided into three clusters, corresponding to the three structural regions that the CLIP model focuses on for 

the “Zhen” of Chinese character sculptures. Initially, the cluster center is randomly selected, and through 6 

iterations, the algorithm gradually adjusts the cluster center to better capture the data structure. Finally, the 

data points of each cluster are assigned to the nearest cluster center, forming a clustering division of the data. 

The CLIP model is used to analyze the cultural attributes of Chinese character sculptures with the character 

“Zhen” as an example. The results are shown in Figure 6. 

 
Figure 6. Cultural attribute analysis of Chinese character sculpture with the character “Zhen” under the CLIP model. 

Figure 6 shows the cultural attribute analysis of the Chinese character sculpture with the “Zhen” character 

under the CLIP model. It can be seen that the machine learning model can effectively analyze the font structure 

of “Zhen” character sculptures, and relevant cultural attributes are provided to solve the challenges of existing 

research in processing multi-dimensional Chinese character sculpture spatial data. The following are the results 

of the information fields analyzed by the model: 

Horizontal: In Chinese characters, the horizontal stroke represents the horizon and carries the symbolic 

significance of balance and stability. In the character “真” (zhēn), the upper horizontal stroke maintains 

stability in its structure, conveying the cultural connotations of balance and stability, reflecting the traditional 

Chinese cultural pursuit of social order stability. 

Vertical: Commonly used to represent a vertical line, the vertical stroke has directional qualities pointing 

upwards or downwards. In the character “真” (zhēn), the vertical stroke supports the entire character, giving a 

sense of integrity and firmness, embodying traditional Chinese cultural values of loyalty, integrity, and 

steadfastness. 
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Horizontal: The lower horizontal stroke in the character “具” (jù) forms a small “口” character, 

symbolizing speech and language. In the character “真” (zhēn), the lower horizontal stroke of the “具” 

character associates “真” with the concepts of truth and sincerity, emphasizing the importance of truthfulness 

and sincerity, reflecting the moral pursuit of these values in traditional Chinese culture. 

Dot: The dot at the lower end, together with the horizontal stroke, forms the lower part of the “具” 

character, representing the meaning of “具” and symbolizing speech and language. In the character “真” (zhēn), 

the dot connects “真” with the expression of truth and sincerity, emphasizing the importance of truthfulness 

and sincerity, reflecting the moral pursuit of these values in traditional Chinese culture. 

6. Model evaluation 

The leave-one-out cross validation is used as the dataset partitioning method. In each validation round, 

one sample in the dataset is used as the validation set, while the remaining samples are used for model training. 

The process is repeated until each sample is used as a validation set. To comprehensively evaluate the 

performance of the model, four indicators are adopted: precision, recall, F1 value, and accuracy. The precision 

calculation is shown in Equation (12): 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒⁡𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒⁡𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒⁡𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
 (12) 

Here, True Positives (TP) represents the number of samples correctly predicted as positive categories by 

the model, while False Positives (FP) represents the number of samples incorrectly predicted as positive 

categories by the model. The precision range is between 0 and 1, with higher values indicating that the model 

can more accurately identify positive categories. The proportion of successfully predicted positive categories 

in all actual positive category samples is calculated through recall rate, as shown in Equation (13): 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑟𝑢𝑒⁡𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒⁡𝑃𝑜𝑠𝑖𝑡𝑜𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒⁡𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
 (13) 

Among them, False Negatives (FN) represents the number of samples that the model incorrectly predicts 

as negative categories. The F1 value is further utilized by taking into account the precision and recall of the 

model, as calculated by Equation (14): 

𝐹1⁡𝑆𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (14) 

Accuracy is used as an overall performance indicator to evaluate the predictive accuracy of the model for 

all cultural attributes, as shown in Equation (15): 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑟𝑢𝑒⁡𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑇𝑟𝑢𝑒⁡𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑇𝑜𝑡𝑎𝑙⁡𝑆𝑎𝑚𝑝𝑙𝑒𝑠
 (15) 

Here, True Negative (TN) is the number of samples correctly predicted by the model as negative 

categories, and Total Samples is the number of all samples. The precision, recall, F1 value, and accuracy 

calculation results of CLIP and M3, Dual-Attention Network, Image-Text Embedding Model, and ViLBERT 

models for analyzing Chinese character sculptures with 10 different cultural attributes are shown in Figure 7. 

Figure 7 shows the calculation results of the precision, recall, F1 value, and accuracy of the CLIP model 

used in this article, along with models such as M3, Dual-Attention Network, Image-Text Embedding Model, 

and ViLBERT, for analyzing Chinese character sculptures with 10 different cultural attributes, including 

historical tradition, contemporary innovation, cultural diversity, urban culture, traditional culture, technology 

and art integration, art and philosophy integration, contemporary aesthetics, cross-cultural communication, and 

environmental protection. The horizontal axis in Figure 7 represents different cultural attributes, while the 

vertical axis represents calculated values. The average precision, recall, F1 value, and accuracy of the other 

four models for analyzing Chinese character sculptures with 10 different cultural attributes were 0.92, 0.92, 
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0.92, 0.91; 0.93, 0.92, 0.92, 0.90; 0.95, 0.93, 0.94, 0.94; 0.92, 0.88, 0.89, 0.93, respectively. When the CLIP 

model achieved higher performance, the calculated average results under all four different indicators reached 

0.98. The machine model used in this study has better accuracy in analyzing the cultural attributes of Chinese 

character sculptures. 

 
Figure 7. Comparison results between CLIP and four other models. 

The AUC was used to evaluate the adaptability of the model to Chinese character sculptures with different 

cultural attributes, and ROC (Receiver Operating Characteristic) curves were drawn to visualize the 

performance of different models under different thresholds, as shown in Figure 8. 

Figure 8 show the ROC curves of CLIP and other four models for the classification of Chinese character 

sculptures with 10 different cultural attributes. The horizontal axis represents FPR (False Positive Rate), and 

the vertical axis represents TPR (True Positive Rate). It can be seen that the ROC curve corresponding to the 

CLIP model was closer to the upper left corner, indicating high performance. When the curves of the other 

four models for classifying Chinese character sculptures with 10 different cultural attributes were more 

dispersed, the CLIP model can effectively distinguish and recognize different cultural attributes of Chinese 

character sculptures. The AUC mean values of M3, Dual-Attention Network, Image-Text Embedding Model, 

ViLBERT, and CLIP models for Chinese character sculpture classification under 10 different cultural 

attributes were 0.93, 0.92, 0.91, 0.87, and 0.98, respectively. The CLIP model had an improvement of 

approximately 5.4% compared to the best performing M3 model among other models. 
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Figure 8. ROC curves of different models for classifying Chinese character sculptures with different cultural attributes. 

The difference between the predicted value of the model and the actual value was measured using RMSE 

and MAE, respectively, and was calculated using Equations (16) and (17): 

𝑅𝑀𝑆𝐸 = √
∑ (𝑦𝑖 − 𝑦�̂�)

2𝑛
𝑖=1

𝑛
 (16) 

𝑀𝐴𝐸 =
∑ |𝑦𝑖 − 𝑦�̂�|
𝑛
𝑖=1

𝑛
 (17) 

Here, n is the number of samples; 𝑦𝑖 is the actual value; 𝑦�̂� is the predicted value of the model. The 

results of RMSE, MAE, and analysis duration are shown in Table 3. 

Table 3. RMSE, MAE, and analysis time of different models for predicting the cultural attributes of Chinese character sculptures. 

Model RMSE MAE Analysis time 

CLIP 0.034 0.025 182 ms 

M3 0.042 0.032 231 ms 

Dual-Attention Network 0.039 0.028 573 ms 

Image-Text Embedding Model 0.036 0.026 459 ms 

ViLBERT 0.038 0.030 864 ms 

According to Table 3, compared to the M3, Dual-Attention Network, Image-Text Embedding Model, 

and ViLBERT models, the CLIP used in the study achieved the fastest analysis speed (182 ms) with the lowest 

RMSE (0.034) and MAE (0.025), enabling efficient and accurate analysis of the cultural attributes of Chinese 

character sculptures. 

The significant advantages of the CLIP model in the task of analyzing the cultural attributes of Chinese 

character sculptures stem from a series of innovations in its design and implementation. The adopted leave-

one-out cross-validation method ensures that each sample is fully utilized, thereby enabling the model to 

receive balanced training and validation across the entire dataset, enhancing the model’s generalization ability 

to new data. 
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The CLIP model’s outstanding performance on multiple core performance indicators, such as precision, 

recall, F1 score, and accuracy, reflects its efficiency and reliability in handling complex cultural attribute 

analysis tasks. In terms of precision and recall, these two indicators respectively measure the accuracy and 

completeness of the model in identifying positive categories. High precision means a low rate of false positives, 

while high recall ensures that the model captures most of the true positive samples, demonstrating the CLIP 

model’s effective balance between minimizing errors and maximizing coverage. 

The high performance of the CLIP model in AUC assessment further proves its ability to maintain 

consistent performance across different thresholds. The ROC curve being close to the top left corner indicates 

its ability to achieve a high true positive rate while maintaining a low rate of false positives. Such 

characteristics are particularly important in handling the analysis of Chinese character sculptures with diverse 

and complex cultural attributes. 

In terms of prediction accuracy, the low RMSE and MAE values exhibited by the CLIP model indicate a 

smaller deviation between its predictions and the actual values, further emphasizing the model’s ability to 

precisely capture and interpret data. Additionally, its rapid analysis speed indicates the efficiency of the CLIP 

model in processing large-scale data, which is particularly important for modern application scenarios that 

require quick responses and the processing of large amounts of data. 

Overall, the superior performance of the CLIP model in the task of analyzing the cultural attributes of 

Chinese character sculptures is derived from its innovative approaches in data processing, model structure, and 

training methods. These advantages enable the CLIP model to excel not only in accuracy and efficiency but 

also in handling complex and diverse cultural attribute analysis tasks with exceptional adaptability and 

reliability. 

7. Conclusions 

By introducing a machine learning model, this article successfully achieved a deep analysis of the cultural 

attributes of Chinese character sculptures. Innovative methods such as normalization, 3D reconstruction, and 

semantic correspondence were adopted to establish effective connections between images and text. The 

experimental results showed that the machine learning model performed excellently in analyzing Chinese 

character sculptures with diverse cultural attributes. At the same time, the model achieved a balance between 

precision and speed, demonstrating excellent performance. However, research still needs to focus on the 

model’s generalization ability and robustness to different samples. Future research can focus on optimizing 

algorithms and expanding datasets to more comprehensively address the analytical challenges of complex 

cultural attributes. 
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