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ABSTRACT 

The agriculture industry is vital to maintaining global food security, prompt and precise plant disease detection is 

critical to crop protection and yield optimization. Conventional techniques for diagnosing diseases frequently depend on 

skilled professionals’ subjective and time-consuming visual assessment. Deep learning methods have become effective 

instruments for automating plant disease identification and diagnosis in recent years, with the promise for quick and 

accurate evaluation. The capacity of the suggested convolutional neural network (CNN)-based model to detect plant 

diseases to capture complex patterns and temporal relationships in a variety of plant datasets is critically analysed. 
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1. Introduction 

India is the land of agriculture where crop production plays a 

significant role in the agriculture industry and the country’s economy[1]. 

Crop production is facing issues widespread in India. Leaf plays an 

essential function in crops because it provides information about the 

quantity and quality of agricultural production[2–3]. Crop disease is one 

of the most important factors influencing on it. Leaf spot diseases 

damage trees and shrubs by interfering with photosynthesis, the 

process through which plants produce energy that fuels their 

development and defensive systems, as well as influencing their 

survival. The production is decrease day by day due to a variety of 

causes, i.e., being plant illnesses that go undetected for long periods of 

time.  

Artificial Intelligence in agriculture not only helping farmers to 

automate their farming but also shifts to precise cultivation for higher 

crop yield and better quality while using fewer resources. Researchers 

involved in improving machine learning/Artificial Intelligence-based 

products or services for training data for agriculture, drone, and 

automated machine making will get technological advancement to 

provide more practical applications. These applications are helping the 

world deal with food production issues for the future growing 

population. The article will help researchers explore different avenues 

regarding automation techniques, applying them to tackle other 

agricultural issues, including classification, prediction of the various 
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diseases of crops, and computer vision and image analysis. The general advantages of profound learning 

empower its further use towards more intelligent, more supportable cultivating, and safer food creation. The 

automatic frameworks presented in current literature can be fabricated, giving early warning of diseases of the 

crops. A mix of picture handling and AI methods can offer specialists the freedom to address issues in different 

areas that affect society directly. 

1.1. Automation techniques categorization 

The utilization of Artificial Intelligence (AI) in agriculture will be enabled by various technological 

advances, including big data analytics, computer vision, the internet of things, robotics, drone technology, the 

availability of cheap cameras and sensors, and even wide-scale internet coverage on geographically dispersed 

fields[2]. Among the accessible instruments of Artificial Technology, we feature Computer Vision 

arrangements that accomplished significant outcomes in recognizing plant diseases using pictures. To meet the 

growing demand for fast and accurate methods in monitoring grain production, the use of computer vision has 

grown in recent years[4–8]. The usage of automation techniques in the agriculture field is increasing 

exponentially. These automation techniques affect the crop yield in a positive manner, which indirectly affects 

the economy of any country. The application of AI techniques in the agriculture processes, as discussed in the 

above sections, is a hot topic in the research field also. The most popular applications of AI techniques in the 

agriculture processes mainly fall into three categories discussed below: 

• Agriculture Robots: Companies were developing and programmed autonomous robots which handle the 

essential tasks, which include harvesting, weed control, sowing at a higher volume and faster pace than 

humans do, e.g., Blue River technology used for weed control, CROO Robots for crop harvesting. 

• Crop and Soil Monitoring: In this field, the data captured by the drones, sensors, or software is processed 

using AI techniques which can help the farmers during crop monitoring or other effects of soil on crop 

yield, e.g., PEAT, TRACE Genomics uses machine learning for diagnosing the soil defects. 

• Predictive Analysis: The effect of the environment affects the crop yield in different manners. In this area, 

other learning models are used to track and predict various environmental impacts on the crop yield, e.g., 

where satellites are used to monitor the weather conditions, crop health & sustainability. 

1.2. Computer vision: Definition 

Computer vision is a logical interdisciplinary field that manages how Computers can acquire a significant 

understanding of computerized images or recordings. From the perspective of designing, it tries to comprehend 

and computerize assignments that the human visual framework can do[9–15]. Figure 1 shows the generalized 

approach of the computer vision techniques for precision agriculture. 

 
Figure 1. Generalized steps for computer vision techniques for the classification of the images. 
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2. Literature survey 

As per Broadus (1987), bibliometrics is a research field that quantitatively considers bibliographic 

material, which provides an overall outline of an exploration field according to a broad scope of markers 

(citations, h-index, publications, and so forth)[16–22].The data for the bibliographic study is taken from the 

Scopus database using different filters described in this section. The number of publications published in the 

Scopus database from the year 1991 to 2023 is assumed. Two keywords are used for the searching process 

using AND, i.e., “Computer Vision” AND “Crop Management”. The total number of documents retrieved is 

312 using the above-said filters from the Scopus database. The “VOS viewer software package” is used for the 

bibliometric analysis is done on different parameters of the documents published from 1991 to 2023 in 

SCOPUS. The number of publications is increasing every year, as shown in Table 1, this indicates that 

automation technologies in the agriculture field are growing with time. For making the agriculture processes 

more efficient, automation techniques are increasing, and the said field innovations are also growing[23–28]. 

Computer vision technology is used in the early stages of crop harvesting to detect plant diseases early. The 

Figure 2 shows the publications of the specific country, the citations of the country’s documents, and the link 

strength graphically. 

Table 1. Year-on-year basis trends of the number of publications and cumulative publications. 

Year No. of publications Cumulative Publications 

1991 1 1 

1994 1 2 

1996 2 4 

1997 1 5 

1998 1 6 

1999 2 8 

2000 1 9 

2002 1 10 

2003 2 12 

2004 3 15 

2005 3 18 

2006 2 20 

2007 6 26 

2008 7 33 

2009 2 35 

2010 5 40 

2011 10 50 

2012 4 54 

2013 2 56 

2014 10 66 

2015 7 73 

2016 17 90 

2017 16 106 

2018 16 122 

2019 13 135 

2020 43 178 

2021 46 224 

2022 60 284 

2023 28 312 
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Figure 2. The number of documents, citations on countries. 

The graph is drawn using the data retrieved from the Scopus database, which shows the highest number 

of papers published by the United States followed by China, India, and so on. The citations of the documents 

of the United States are also higher than any other country, followed by Brazil, Japan, Spain, and so on. The 

Figure 3 is retrieved using the Vosviewer software and Scopus data, in which pictorially the role of the 

different countries as mentioned. 

 
Figure 3. The number of publications, citations, and link strength on countries were obtained using the VOSviewer tool. 

The size of the bubble shows the role of that countries, that the United States has the highest number of 

publications. 
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Occurrences of the keywords related to computer vision 

In our study using the Scopus database, the main categories we differentiated from the data using 

Vosviewer Software Tool are Computer Vision, Deep Learning, Machine Learning & Agriculture Robots. The 

said terms are retrieved from the data and how their occurrences affect the research areas. Figure 4 describes 

the technology of the computer vision used as the application of AI technology in agriculture lead concerning 

the other technology as per the data retrieved from the Scopus database. 

 
Figure 4. The occurrences of the terms we categorized in the data retrieved from SCOPUS. 

The second technology after computer vision is image processing, followed by deep learning, agricultural 

robots, and machine learning. The exact figure of the occurrences of the categories are mentioned in the Table 

2 below. 

Table 2. Technologies and their occurrences in the database retrieved from SCOPUS. 

S.No. Keyword Occurrences 

1 Computer Vision 109 

2 Image Processing 43 

3 Deep Learning 22 

4 Agricultural Robots 13 

5 Machine Learning 13 

The categories we mentioned in the Figure 5 show that computer vision leads the used technology. There 

is a scope of work in the research field in machine learning technology. It becomes even more apparent from 

the figure below, retrieved using the VOS viewer Software Tool, and gives the exact idea of the research scope 

in the above-said field. 
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Figure 5. Cloud density of the technologies used in research articles. 

3. Methodology 

Image Acquisition is the first process is to retrieve the image from the available sources which is called 

as Image Acquisition. Image acquisition for the required purpose depends upon the dataset we are using for 

the plant diseases. The image acquisition can be done for two phases two phases i.e., Training of the model & 

Testing of the model. For training of the model, the image is taken from the authentic dataset used. And for 

testing, either take image from camera or select from gallery on which pre-processing is done and later on 

algorithm test that particular image. 

Dataset Description: The datasets which are available free on KAGGLE, IMAGENET or other authentic 

and free sources can be used for the training and testing of the purpose of the developed AI model. 

3.1. Image pre-processing 

Before passing the image to the algorithm for testing and training, it should be pre-processed. For that 

reason, the image has been reduced to certain ratio say n by n pixels. The color conversion techniques can also 

be applied for the pre-processing process. The pre-processing techniques gives the appropriate image that can 

be used for further processing in the model and the retrieved pre-processed image can be passed through the 

model for training and testing purposes of the model. 

3.2. Image passed through the developed model for processing 

The pre-processing of the image is followed by the training of the model in which the processed images 

are passed through the developed model for the training of the model. Model using the techniques of AI are 

used and the model and after the training process, the resultant model is called Trained model. The 

classification of the images is done using the trained model by which the diseases of the plant are classified. 

The figure below shows the chronology of the research approach in which the example of CNN Model is taken 

and this CNN model is trained using the images from the dataset. Every image from the dataset is firstly pre-

processed and then used to train the model. After training process is completed, the model is ready for the 

second process called validation. Plant diseases detection using AI involves the application of various machine 
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learning and computer vision techniques to identify and classify diseases affecting plants. Here is an overview 

of the process: 

1) Data collection: Gather a large dataset of plant images that contain healthy plants as well as various 

diseased plants. The dataset should cover different plant species and a wide range of diseases to ensure 

robustness and generalization. 

2) Data pre-processing: Pre-process the collected images by resizing them to a consistent size, normalizing 

the pixel values, and potentially applying other transformations like cropping, rotation, or flipping. This 

step helps to enhance the quality of the input data and remove any noise or artifacts. 

3) Training a deep learning model: Utilize a deep learning model, such as a Convolutional Neural Network 

(CNN), to learn the patterns and features indicative of various plant diseases. The model is trained using 

the pre-processed dataset, where it learns to associate image characteristics with specific disease classes. 

4) Validation and fine-tuning: Split the dataset into training and validation sets to evaluate the model’s 

performance. Adjust the model’s hyperparameters, such as learning rate, batch size, or network 

architecture, through techniques like cross-validation or grid search. This step helps optimize the model’s 

accuracy and generalization capabilities. 

5) Testing and evaluation: Evaluate the trained model on a separate test set to assess its performance. 

Calculate metrics like accuracy, precision, recall, and F1-score to measure how well the model can 

classify healthy and diseased plants. Consider using confusion matrices to analyse the performance across 

different disease classes. 

6) Deployment and inference: Once the model demonstrate satisfactory performance, it can be deployed for 

real-time or near real-time inference. Develop an application or system where users can upload images of 

plant leaves or affected parts. The AI model analyses the images and provides predictions about the 

presence or absence of diseases. 

7) Continual improvement: Maintain a feedback loop with users to collect their input and improve the model 

over time. Incorporate user feedback and new data into the training pipeline periodically to update and 

fine-tune the model, ensuring its adaptability to emerging diseases or variations in the environment. 

It’s important to note that the success of plant disease detection using AI relies heavily on the availability 

of high-quality datasets, the selection of appropriate deep learning architectures, and the continuous 

improvement of the model through iterative training and validation processes. 

4. Experimental results 

Image Acquisition is the first process is to retrieve the image from the available sources which is called 

as Image Acquisition. Image acquisition for the required purpose depends upon the dataset we are using for 

the plant diseases. The image acquisition can be done for two phases two phases i.e., Training of the model & 

Testing of the model. For training of the model, the image is taken from the authentic dataset used. And for 

testing, either take image from camera or select from gallery on which pre-processing is done and later on 

algorithm test that particular image. 

Dataset Description: The datasets which are available free on KAGGLE, IMAGENET or other authentic 

and free sources can be used for the training and testing of the purpose of the developed AI model. There are 

38 classes in the different datasets which is divided into train and validate dataset. There are lakhs of images 

that are available for these 38 classes of the plants on the above-mentioned datasets which includes diseased 

as well as healthy plant leaves. Train and validate sets have 38 classes[29–33]. 

4.1. Image pre-processing 

Before passing the image to the algorithm for testing and training, it should be pre-processed. For that 

reason, the image has been reduced to certain ratio say n by n pixels. The colour conversion techniques can 
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also be applied for the pre-processing process. The pre-processing techniques gives the appropriate image that 

can be used for further processing in the model and the retrieved pre-processed image can be passed through 

the model for training and testing purposes of the model. 

Below are the different steps to be implemented in the image pre-processing: 

• rescale: adjust the pixel values between 1 and 255. 

• flow_from_directory: this function reads pictures out of folders and large numpy arrays. 

• batch_size: The number of photos that each batch will receive from the generator. 

• the supplied picture size, target_size, determines how big each image will be enlarged to: 128 × 128. 

Because there are 39 classes, class_mode is set to categorical. 

• seed: A random seed that is used to shuffle the image’s order and apply random image augmentation. 

• shuffle: Select True to shuffle the sequence in which the image is supplied; select False otherwise. 

Then in the next stage code is implemented[34–44] to check whether any unsupported images are present 

the dataset, if the folder contains noisy images, it will stop executing there only. So, it will show the path you 

need to go there and delete that image note for validate set also. 

4.2. Image passed through the developed model for processing 

The pre-processing of the image is followed by the training of the model in which the processed images 

are passed through the developed model for the training of the model. Model using the techniques of AI are 

used and the model and after the training process, the resultant model is called Trained model. The 

classification of the images is done using the trained model by which the diseases of the plant are classified. 

The figure below shows the chronology of the research approach in which the example of CNN Model is taken 

and this CNN model is trained using the images from the dataset. Every image from the dataset is firstly pre-

processed and then used to train the model. After training process is completed, the model is ready for the 

second process called validation. 

The Figure 6 shows the steps of the proposed CNN model with 4 convolutions where it is training with 

39 classes and running with 50 epochs and learning rate is 0.001. The below figure gives the generalized view 

of the proposed model which is trained and validated using the data described above. 
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Figure 6. Steps of the proposed model using CNN Technique. 

 



10 

4.3. Visualizing accuracy and loss values 

For visualizes the accuracy and loss values of the model trained using the data, below is the 

implementation technique, which gives the accuracy and loss values of the mode in a graph. For the data 

visualization, widely used package in Python is MATPLOTLIB and for describing the elements of the graph, 

a function called legend () is used to place the legend on the axes[45]. 

Figures 7 and 8 obtained after the implementation of the above code. The two graphs show the accuracy 

and loss values of the model trained and validated. 

 
Figure 7. Accuracy of the model after training and validation of the data. 

 
Figure 8. Loss of the model after training and validation of the data. 

The training accuracy and validation accuracy of the trained and validated model can be calculated using 

the len() function as follows: 

# Training Accuracy 

y=len(acc) 

n=sum(acc) 

print("Train Accuracy") 

print(n/y) 

#validation Accuracy 

x=len(acc) 
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m=sum(val_acc) 

print("Validation Accuracy") 

print(m/x) 

After execution of the above functions the obtained training and validation accuracy of the model are: 

Train Accuracy: 0.968598234653473 

Validation Accuracy: 0.9282497251033783 

5. Conclusion 

In conclusion, the use of a Convolutional Neural Network (CNN) model for plant disease detection holds 

significant potential in revolutionizing the agricultural industry. By leveraging the power of deep learning and 

image recognition techniques, CNN models can accurately and efficiently identify various diseases affecting 

plants, leading to early detection, prevention, and effective crop management. 

In summary, the utilization of CNN models for plant disease detection represents a significant 

advancement in agriculture. With their ability to accurately identify diseases, these models can assist farmers 

and plant pathologists in making informed decisions for disease management, contributing to improved crop 

yields, reduced losses, and more sustainable agricultural practices. As further research and technological 

advancements continue, CNN models have the potential to play a pivotal role in transforming the way plant 

diseases are diagnosed and managed worldwide. 
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