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ABSTRACT 

The review conducted a systematic literature review (SLR) of the CAPTCHA generation field to analyze the attack 

resistance and user-friendliness of the existing CAPTCHA generation techniques. The survey reviewed 28 representative 

papers out of 1363 CAPTCHA generation-related papers from the Scopus academic database, outlining the image-based 

CAPTCHA generation techniques. The review employed multiple tables and graphs to assess the resistance to attacks 

and user-friendliness performance of CAPTCHA. The CAPTCHA is produced by using various generation techniques. 

The review addresses the following research questions: What deep learning generation techniques are employed for 

image-based CAPTCHA? Should the evaluation of CAPTCHA generation effectiveness prioritize security alone or 

consider attack resistance and user-friendliness simultaneously? The answers can provide comprehensive help and future 

work for scholars. The review further proposes possible future research directions, such as integrating various CAPTCHA 

generation technologies, including image processing techniques, deep learning algorithms, and human cognitive ability 

models, to generate more challenging CAPTCHA, effectively preventing attacks by robots or malicious software. 

Keywords: CAPTCHA generation; deep learning; anti-recognition; user-friendliness; cybersecurity 

1. Introduction 

The threat of cybercrime has prompted people to pay attention to 

cybersecurity to protect networks from attacks. Around the world, 

many universities and scientific research institutions are concerned 

about cybersecurity. According to data, the cybersecurity market will 

be worth approximately US $156.3 billion in 2022 and expands at a 

compound annual growth rate (CAGR) of 12.5%, reaching US$403 

billion by 2027. In the modern era of cybersecurity, CAPTCHA has 

emerged as an indispensable safety safeguard. It is extensively 

employed in web services and applications to prevent malicious 

attacks and intrusion by automated bots. 

Since CAPTCHA was initially introduced by von Ahn in 2000[1], 

CAPTCHA has become one of the most extensively used internet 

security measures. Particularly, due to their widespread popularity, 

simplicity in implementation, and cost-effectiveness. Text-based and 

image-based CAPTCHA are the two types that are most frequently 

used[2]. By presenting a challenge easier for human users but difficult 

for automated scripts, CAPTCHA aims to distinguish between 

programmers and human users[1,3]. CAPTCHA has evolved into a 

crucial security tool for mitigating cybersecurity risks. Besides 

countering distributed denial-of-service (DDoS) attacks, CAPTCHA 
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also prevents automated bots from exploiting online services[4]. Malicious coders, including hackers, collect 

CAPTCHA from websites using automated bots or crawling tools, and subsequently crack them which poses 

threats to websites and user accounts. 

In CAPTCHA generation area, traditional image processing methods include add noise, rotation and 

geographic transformer to the CAPTCHA images[5,6]. However, CAPTCHA that is generated by classical 

image processing cannot defend against the attack of advanced deep learning algorithms. Therefore, it is 

essential to use advanced techniques to produce robust CAPTCHA. Deep learning technology is an end-to-

end technology that performs excellently in many fields, such as medicine, computer science, and biology. 

Due to its excellent image processing and generalization abilities, deep learning technology is widely used in 

numerous popular fields, such as image generation[7], image recognition[8], object detection[9], speech emotion 

recognition[10], epidemic prediction[11], question-and-answer systems[12], and Twitter sentiment analysis[13]. 

Deep learning technology can provide robust solutions to various CAPTCHA generation models, providing a 

comprehensive reference. 

While there exists an extensive body of review articles discussing CAPTCHA attack techniques[14–18], 

limited attention has been devoted to the analysis of  CAPTCHA generation models. Existing research results 

show that the attack algorithm based on deep learning algorithms designed by researchers can easily break 

text-based CAPTCHA[19]. The latest research[20] shows that text-based CAPTCHA has a lower solving time 

but  higher success attack rate than image-based CAPTCHA. Image-based CAPTCHA has a faster response 

time and is recommended for potential use due to its responsiveness. Therefore, the anti-attack ability of 

CAPTCHA needs to be enhanced. Research results show that image or image-text CAPTCHA (graphic-based) 

can protect CAPTCHA and improve its robustness. Researchers[5] found that users prefer graphical-based 

CAPTCHA over text-based CAPTCHAs, despite their complexity. Furthermore, numerous authors employ 

advanced techniques for synthesizing or generating CAPTCHA, yet there is absence of common benchmarks 

and the distinctive designs of various CAPTCHA schemes. Thus, it is a challenge to compare the effectiveness 

of CAPTCHA[14]. Notably, the methods employed for CAPTCHA generation strategies lack a systematic and 

comprehensive analysis. Moreover, resistance to attacks is not the only measure of CAPTCHA performance. 

Another primary metric is user-friendly performance. Many researchers[21–23] only evaluate the attack 

resistance index of CAPTCHA, while few researchers focus on the user-friendly performance[24]. 

Addressing the gaps in the literature, this research endeavors to identify gaps and propose research 

directions for future deep learning CAPTCHA generation technology, particularly image-based CAPTCHA. 

Through empirical findings, this study focuses on the image-based CAPTCHA generation algorithm and 

conducts a systematic literature review (SLR). In this study, three main research questions will be studied. 

1) Deep learning technologies: What deep learning technologies have been utilized in the image-based 

CAPTCHA generation model? 

2) Insight into previous studies: When evaluating the effectiveness of CAPTCHA, should both evaluation 

indicators (resistance index and user-friendly) be considered? 

3) Future generative technologies and research directions: What will be the future direction of research and 

development in deep learning generative technologies to accommodate a CHAPTCHA model that is 

capable of generating anti-attack and user-friendly solutions? 

In order to address the three research questions, this paper has been organized as follows: Section 1 briefly 

introduces the research questions. Section 2 outlines the methodology, providing details on the deep learning 

techniques and methods used to achieve the objectives. The results of the screening are presented in Section 3, 

followed by the analysis, discussions, and future work in Section 4. The conclusion is presented in the final 

section. 
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2. Methodology 

2.1. Systematic searching strategies 

The research is guided by PRISMA (Systematic Reviews and Meta-Analyses), which assists systematic 

reviewers in clearly stating the review’s purpose, actions taken, and findings[25]. CAPTCHA, an acronym with 

a specific professional meaning, represents Completely Automated Public Turing test to tell Computers and 

Humans Apart. Researchers used it as a constant expression of reverse tuning test. To conduct a thorough 

analysis and broaden the scope of the search, this study employed ‘CAPTCHA’ as searching keyword string. 

As a result, 1363 articles were discovered in the Scopus database (until 2023.12.29). 

2.2. Screening 

As the second step of the research, screening plays a crucial role. It systematically examines all literature 

to filter out any CAPTCHA-related literature that does not meets the standards. The screening process includes 

an automatic selection function of the database that filters all documents based on specific criteria for purposes, 

as shown in Table 1. 

Table 1. Inclusion and exclusion criteria. 

Criterion Inclusion Exclusion 

Timeline 2019–2023 2018 and earlier 

Language English Non-English 

Document type Journal articles and Conference paper Conference review, erratum, book chapter, book series 

Subject area Computer science, engineering, mathematics 
Decision sciences, social science, physics and 
astronomy and other areas 

Firstly, to ensure the novelty of the literature, the review excluded publications with a publish date before 

2019 and selected a total of 482 research articles from the last five years (2019–2023). To ensure language 

consistency, non-English papers were excluded from the review. Additionally, to increase the research value 

of the review, literature containing source types such as conference review, erratum, book chapter, and book 

series were removed, retaining only conference papers and journal articles. Finally, to ensure that the review 

was limited to the field of science, the authors restricted the subject area to computer science, engineering, and 

mathematics, and removed unrelated articles. Following these adjustments, at last 326 qualified articles have 

been identified for the next stage of review. Figure 1 indicates the statistical data from Scopus dataset. 

 
(a) 

 
(b) 

 
(c) 

Figure 1. Statistical data from Scopus dataset. (a) number of articles in the past five years; (b) top 10 countries with the most 
articles; (c) top 10 research institutes with the most articles. 
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2.3. Eligibility 

In the review of the literature, “eligibility” indicates the standards by which studies or other sources are 

chosen for inclusion. This is to ensure that the sources are relevant as well as appropriate to attain the objectives 

of the research. The flowchart of the research process is shown in Figure 2. 

 
Figure 2. Flowchart of the search process. 

To make the result accurate, the authors manually examined the records from article title to abstract, and 

the content of the full text. As an example, articles were removed when their title contains the key words, such 

as recognition, recognize, crack, solve, solver, animated, audio CAPTCHA. In addition, any reviewed articles 

were also removed. After the title screening process, a total of 229 articles were eliminated. All the title screen 

principles are shown in Table 2. The authors also analyze the number of these screened articles. The 

distribution is shown in Figure 3. 

Table 2. Keyword principles of title screen. 

Other type CAPTCHA CAPTCHA recognition Need to re-screen NOT mentioned/related 

Combined cognitive ability Attack/Attack against Challenge-response Dataset 

3D/Animated CAPTCHA Solver/ Generic Solver Usability/Robustness DDoS attack 

Games/gestures CAPTCHA Recognition/recognize Security, usability Secret-Key sharing 

Bio/ Animated CAPTCHA Captcha Recognition Image design PIN Authentication 

Audio/Bundled CAPTCHA Breaking CAPTCHA Website protection Online Banking 

Behavioral/Devanagari Crack/captcha breaking Enhance/Protect Education/Hardware 

Eye Movements CAPTCHA Solver for Breaking challenge-response - 

Swahili/Hindi language Image identification - - 

Visually impaired Attack/Attack against - - 

 

Figure 3. Distribution of articles excluded (title screening). 
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Since the abstract is indicative of the primary work and experimental results, the next screening focuses 

on it. Articles that do not provide indications of anti-attack and usability evaluations were eliminated. After 

reviewing the abstracts, a total of 58 articles were removed. Finally, the next step involved a thorough 

examination of the full text of the articles. During this process, ten records were excluded due to a lack of 

focus on CAPTCHA generation algorithms and the absence of evaluation indices. The total number of 

excluded records is 297. 

3. Results 

3.1. Overview result 

To ensure the security of the image-text CAPTCHA, researchers have employed various security 

mechanisms. One commonly utilized approach involves the incorporation of perturbations or the 

transformation of deep learning algorithms. Classical image processing and deep learning algorithms are two 

important approaches in producing CAPTCHA. Researchers incorporate human cognitive capacities to protect 

CAPTCHA from the end-to-end attack algorithms. Their study aims to produce both secure and user-friendly 

CAPTCHA by integrating human cognitive and semantic comprehension skills. Through careful reading, 28 

articles highly pertinent to the subject of CAPTCHA were finally use for CAPTCHA generation. Figure 4 

illustrates the categorized subtopics found within these selected articles. 

 

Figure 4. CAPTCHA generation techniques. 

Among the total 28 research studies examined, eight researchers applied image processing models, while 

twenty researchers utilized deep learning models. Additionally, four researchers combined human cognitive 

skills and other deep learning models. After the authors examine the image processing generation models in 

detail, it was found that two researchers used image crypto technology to improve the security of the 

CAPTCHA innovatively. Figure 5 indicates articles distribution chart of CAPTCHA generation models. 

 

Figure 5. Articles distribution chart. 
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After a comprehensive review of the full text, the authors identified that ten researchers[8–9,22–29] employed 

adversarial examples techniques, constituting half of the total number using deep learning models. 

Additionally, six researchers[9,24,30–33] utilized style transfer models, while eight researchers[1,7,22,30,34–37]. 

employed CNN-based methods. Notably, two researchers[1,37] adopted a comprehensive technical approach 

within the CNN-based methods. Figure 6 illustrates the articles distribution chart of Deep-learning generation 

models and security mechanisms that were used in CAPTCHA generation models are shown in Figure 7. 

 

Figure 6. Deep-learning generation models distribution. 

 

Figure 7. Security mechanisms that researchers have used in CAPTCHA generation models. 

3.2. Classical image processing models 

Researchers found that using routine image processing techniques such as distortion, diverse colors, 

varying lengths, multiple fonts, and noisy lines, the production of CAPTCHA can have significant benefits in 

terms of enhancing online security and preventing automated spam and bots from accessing websites. Classical 

image processing approaches can integrate interference usage, character structure transformation, and special 

image recognition. Notably, the researchers proposed that the hash functions can encrypt the CAPTCHA image, 

providing a handy reference for image-based CAPTCHA generation[26,27] (See Table 3). 
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Table 3. Classical image processing generation models. 

No. Image processing Methods Example References 

1 CAPTCHA interferences Noisy arcs or lines 
Diverse colors 
Variable length 
multi-fonts 

 

 
—— 

 

[2] 
[28] 
[29] 
[19] 

2 CAPTCHA character 

structure 

3D characters 

Hollow 
Character distortion 
Dots 
Two-layer 

 

 

 

 

 

[28,30,31] 

[32] 
[33] 
[29] 
[32] 

3 Special image recognition overlapping of circles and ovals 
Face image/Facial expression 
Other images 

 

 

[34] 
[35–37] 
[20] 

4 Image crypto Hash functions, AES ... - [26,27] 

3.3. Deep learning models 

Besides classical image processing models to enhance the security of CAPTCHA, deep learning 

techniques, particularly Generative Adversarial Networks, provide a powerful tool for CAPTCHA image 

generation technology, making the generated CAPTCHAs more challenging and secure. In addition to image 

generation, deep learning technology is widely applied in other emerging areas such as question-answering 

systems, sentiment analysis, Internet of Things (IoT), object detection, intelligent cities, and cyber-attack 

predictions, presenting beautiful developments[12,13,38–42]. The studies have applied advanced deep learning 

algorithms, demonstrated attractive research directions and areas, and provided unique contributions to the 

future applications of deep learning. For instance, Gutub and his esteemed research group[38] utilized a CNN-

LSTM deep learning model for sentiment analysis of social media Twitter. Also, they[12] mentioned that deep 

learning in question-answering systems is on the rise, pointing out many research directions involving deep 

learning technology. 

While deep learning technology demonstrates strong generalization and excellent performance in many 

fields, the current research gap lies in identifying specific deep learning algorithms that can be applied in 

captcha generation algorithm models, along with their respective advantages and disadvantages. We have 

compiled the following review Table 4 through analysis and comprehensive reading of 28 selected articles. 

Currently, the deep learning technology applied in the CAPTCHA-generating algorithm can be used to 

produce robust text or image-based CAPTCHA. From Table 4, the authors found that Adversarial examples, 

style transfer, CNN-based algorithms were the main deep-learning CAPTCHA generation techniques. These 

advanced deep learning techniques are mainly used in image-based CAPTCHA generation models, focusing 

on image generation. According to the study, image-based CAPTCHA is more popular than text-based 

CAPTCHA[5]. Thus, besides security measurement, the user-friendly performance is also considered in most 

of the research[24,33,43–48]. This indicates the tendency to balance the security and user-friendly in CAPTCHA 

generation process. However, there still exists issues with identifying an appropriate balance between 

effectively avoiding attacks and maintaining user-friendliness[5,49,50]. 
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Table 4. Overview of the deep learning-based CAPTCHA generation models. 

No. Deep learning techniques References/Authors, Year Anti-attack User-friendly 

1 Adversarial examples [21] 0%,45% - 

2 Adversarial examples [24] - 97.5% 

3 Adversarial examples [51] 50% to 99.4% - 

4 Adversarial examples [52] 17.3%–28.1% (part) - 

5 Adversarial examples [22] Multiple data - 

6 Adversarial examples [43] Almost 0% 86% to 96.5% 

7 Adversarial examples [53] √ - 

8 Adversarial examples [23] √ - 

9 Adversarial examples [44] lower than one millionth 91.25% 

10 Adversarial examples [45] √ √ 

11 Style transfer [46] √ Qualitative  

12 Style transfer/ NST [47] √ √ 

13 Style transfer/ NST [45] √ √ 

14 Style transfer/ NST [52] 7.8%–17.3%(part) - 

15 Style transfer [54] Multiple data - 

16 Style transfer [55] √ - 

17 CNN-based/DNN [46] 3.5% and 3.2% Qualitative 

18 CNN-based/GAN [56] - - 

19 CNN-based/GAN [24] √ √ 

20 CNN-based/GAN [33] √ √ 

21 CNN-based/ RCNN [57] - - 

22 CNN-based/ ML [58] √ - 

23 DL/ Integrated [48] 5.35% to 28.4% 82.2%, 80.4% 

24 DL/ Integrated [14] √ - 

3.3.1. Adversarial examples 

The concept of Adversarial Examples was first introduced by Szegedyet et al. They discovered that 

introducing perturbation to the pixels of the original samples led to a significant fall in accuracy for deep 

learning models, including convolutional neural networks[59]. By introducing perturbations to the CAPTCHA 

image, the effectiveness of text-based or image-based CAPTCHA has been successfully enhanced. Ten 

Researchers that from China, India, United States, Czech Republic, Italy[21–24,43–45,51–53] utilized the adversarial 

examples to enhance the security of image CAPTCHA. 

Kwon et al.[21] introduced adversarial examples technique for generating CAPTCHA images utilizing the 

FGSM, I-FGSM, and DeepFool algorithms. The results indicated that the FGSM method yielded a recognition 

rate of 0%, the I-FGSM method similarly achieved a recognition rate of 0%, while the DeepFool method 

achieved a recognition rate of 45%. These findings were obtained through experimentation with a Python 

dataset using TensorFlow as the machine learning library. 

Ardhita et al.[24] developed a method for synthesizing a robust CAPTCHA generator that is resistant to 

attacks by image recognition algorithms. Sheriff et al.[22] introduced Deep CAPTCHA, a pioneering method in 

CAPTCHA generation that employs meticulously crafted adversarial noise to deceive deep learning 

classification models. This method ensured that information could be easily read by humans while also 

protecting against any efforts to modify or delete it. Their research investigated the domain of CAPTCHA 
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development, focusing on deep learning techniques, and demonstrated enhanced user-friendliness and security 

in comparison to conventional CAPTCHA. 

Hitaj et al.[43] utilized an innovative CAPTCHA system (CAPTURE) that employed adversarial examples 

to produce CAPTCHA that can be readily solved by humans, while also being very successful at preventing 

machine learning-based bots from solving them. Shi et al.[48] introduced disturbances in the frequency domain 

instead of the spatial domain. They discovered that the addition in the spatial domain is a localized alteration 

of the picture, which is delicate. The addition of perturbations in the frequency domain results in a widespread 

alteration that is difficult to eliminate. 

Shao et al.[44] developed a novel CAPTCHA system by synthesizing adversarial examples. They produced 

pseudo-adversarial CAPTCHA and used a transferable adversarial technique specifically for text-based 

CAPTCHA. 

The adversarial examples approach involves introducing perturbations to CAPTCHA pictures to 

counteract the ability of machine learning systems to accurately recognize them. Nevertheless, the disturbance 

mechanism may be eradicated by using several removal methods[60]. 

3.3.2. Style transfer generation models 

With the deep study of high-quality image production based on deep learning algorithms, researchers 

concentrated on the CAPTCHA image. Currently, style transfer models like Neural Style Transfer (NST) are 

often used in the generation model to generate various stylized CAPTCHA images. 

A fusion model that integrated adversarial examples and NST model was designed by Dinh and his 

team[52]. Their experimental findings demonstrate that this combined generative model enhances the security 

of traditional CAPTCHA. 

Kwon et al.[46] introduced the Style-Plugged-CAPTCHA, integrating styles from other images while 

preserving the original CAPTCHA’s content. The outcomes indicate that this proposed approach diminishes 

the recognition rate by the DeCAPTCHA system to 3.5% and 3.2% when employing one and two style images, 

respectively. However, human recognizability is maintained. 

Likewise, Cheng et al. employed Neural Style Transfer (NST) to generate two types of CAPTCHA named 

Font-CAPTCHA and Grid-CAPTCHA[47]. Their experimental findings revealed a significant reduction in the 

success rate of automated attacks with the application of neural style transfer technique. Specifically, the 

success rate decreased notably, demonstrating a substantial improvement in security measures. The human 

performance in solving the challenges was commendable, achieving a success rate of 75.04% for Grid-

CAPTCHA and 84.49% for Font-CAPTCHA. It is important to note that additional details regarding the 

sample size, experimental design, and specific percentage reduction would enhance the comprehensiveness of 

the reported results. 

Ray and his team[54] designed a Style Matching CAPTCHA (SMC) by using neural-style transfer (NST) 

to enhance both security and user efficiency. The SMC, assessed with a sample size of 152 people, 

demonstrated a commendable accuracy rate of 95.61% and a fast reaction time of 6.52 seconds. In contrast, 

the average accuracy of CNN attacks was a mere 37%. 

StyleCAPTCHA was designed by Chen et al.[55]. Users were required to distinguish the stylized images 

that consist of human faces and animal faces. The stylized source material included facial images of humans 

and animals, with both the primary facial image and the style reference image concealed from the user. As a 

defense against attacks utilizing deep convolutional networks (DCNs), StyleCAPTCHA changes its style to 

make it harder for attackers to use Deep Convolutional Networks (DCNs) to classify tasks with different styles. 
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3.3.3. CNN-based generation models 

Besides employing adversarial examples and Style transfer generation models, researchers utilize CNN-

based model to enhance the performance of CAPTCHA. 

Shim et al.[56] primarily focus on generating CAPTCHA images of superior quality within a specific 

timeframe. In their study, they utilize a GAN model to generate novel CAPTCHA images for verification 

purposes, thereby enhancing the overall security of the CAPTCHA system.. 

Alqahtani et al.[58] explored the effectiveness of image-based CAPTCHA through experiments. They 

utilized machine learning technologies like classification, and Naïve Bayes to break the CAPTCHA. The 

system achieved an average accuracy of 85.32%, successfully solving 56.29% of reCAPTCHA challenges. 

3.4. Integrated human cognitive ability and semantic understanding 

To enhance the security and usability of CAPTCHA, it is essential to consider not only the optimization 

of the generation model but also the integration of human cognitive ability and semantic understanding with 

deep learning algorithms or image processing algorithms. This approach proves to be highly effective in 

achieving the desired results. 

Jia et al.[61] introduced a novel semantic approach for creating CAPTCHA incorporating text and images. 

This approach considers the phrase’s meaning, the item being shown (in this case, a bird), and its position. To 

enhance the categorization of CNN, the user’s recognition progress and semantic comprehension are included 

in the generation of text-image-based CAPTCHA. Their experimental findings revealed that ResNet-50’s 

ability to categorize the recommended TICS (the CAPTCHA method they presented) achieved an accuracy of 

just 3.38%. 

Ray et al.[54] developed a Style Matching CAPTCHA (SMC). They utilized Neural Style Transfer (NST) 

and human cognitive ability to enhance the performance of CAPTCHA both in security and usability 

performance. Evaluated with 152 participants, the SMC achieved an impressive accuracy rate of 95.61% and 

a response time of 6.52 seconds. In contrast, the average CNN attack accuracy was only 37%. The integrated 

cognitive ability CAPTCHA generation models are shown in Table 5. 

Table 5. Overview of integrated cognitive ability CAPTCHA generation models. 

No. Focus techniques References/Authors, Year Anti-attack User-friendly 

1 Combined cognitive ability [54] Multiple data - 

2 Combined cognitive ability [52] Multiple data - 

3 Semantic understanding [61] 3.38% √ 

4 Combined cognitive ability [45] 9.3% to 23.5% 72% to 88% 

3.5. Results analysis 

In short, when people design CAPTCHA, two performance indicators, security and user-friendliness 

should be considered comprehensively. Enhancing human recognition capabilities while defending against 

recognition by bots is something people should consider. However, most researchers only focus on one of the 

CAPTCHA performance indicators, ignoring considering them simultaneously for a thorough evaluation. 

When generating CAPTCHA, researchers can utilize comprehensive algorithms to guarantee both the 

security and user-friendliness of CAPTCHA. For instance, adding image background noise or character 

interference, combined with human cognition or semantic understanding ability, constructs advanced deep 

learning models. Table 6 provides a comprehensive summary of the key aspects of secure CAPTCHA 

generation technologies and the different types of CAPTCHAs they are applied to. The table highlights the 

deep learning technologies that can be integrated into this context. Future researchers can use these technical 
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theories to explore and improve CAPTCHA generation methods. Based on the insights from Table 5, 

researchers can develop novel approaches to solve the limitations of existing technologies. Currently, it is 

challenging to balance security and user-friendliness in CAPTCHA. Therefore, researchers can explore hybrid 

generative models combining classic image processing and deep learning techniques. These models can 

consider human semantic understanding and cognitive levels to generate secure and user-friendly CAPTCHA. 

Alternatively, researchers can also use transformers, attention, GAN, VAE, and other technologies to enhance 

CAPTCHA’s security and ease of use. 

Table 6. Summary of secure CAPTCHA generation models and application. 

Focus metrics Strategy Implementation method Example Application 

CAPTCHA type 

Anti-attack Anti-machine 
recognition 

Add perturbation Adversarial examples 
Background interference 
overlapping images 

Image/Image-text 
Image/Image-text 
Image/Image-text 

Change character structure 3D, Hollow, Two-layer, distortion… Text 

Transfer style images Image style transfer 
Font style transfer 

Image/Image-text 
Text 

Anti-attack 
User-friendly 

Anti-machine 
recognition 
Enhance human 
identification 

Add inferences 
Human cognitive ability 

Comprehensive approach Image-text 

User-friendly Enhance human 
identification 

Image recognition Dots/ Image encryption 
Faces/Facial expression 
User Confirmation (reCAPTCHA) 

Text 
Image/Image-text 
Image-text 

Semantic understanding Generate images based on text 
description 

Image-text 

Human cognitive ability Image-text matching 
Text-image correlation 

Image-text 
Image-text 

4. Discussion and future work 

Previous studies show that deep learning technology possesses powerful image processing and 

recognition capabilities in the image field, especially in its application to CAPTCHA generation and 

recognition. However, practical limitations or drawbacks constrain applying deep learning techniques to 

CAPTCHA generative models. For instance, adversarial examples technology can “fool” the recognition 

model, but the disturbance mechanism may be removed by removal methods. In addition, style transfer 

technology exists in the presence of inaccuracies or distortions in the representation of image content, leading 

to an inaccurate portrayal of the original content during image generation. 

Furthermore, GAN-based generation technology can produce reality images but requires high hardware 

requirements, and the generation speed is slow. Therefore, researchers should consider the trade-off between 

image quality and generation speed. Combined human cognitive abilities seem user-friendly, but sometimes 

the result depends on the number of participants. The more participants, the better the user-friendly 

performance. One solution is to deploy the CAPTCHA on real-world websites for public testing to obtain 

authoritative user test data. The disadvantage is that this type of CAPTCHA involves the user’s privacy and 

security. 

Nevertheless, deep learning techniques are still the preferable for CAPTCHA generation tools because of 

its powerful computing capabilities. Unlike classic image processing technology, which requires manual 

participation to extract features, deep learning technology can automatically extract features for learning. 

Therefore, the complexity of deep learning technology models is high. Regarding whether to consider security 

and usability evaluation indicators, classic image processing generation technology is considered less 
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simultaneously. In contrast, the generation technology model that combines deep learning and human cognitive 

abilities considers security and usability evaluation indicators simultaneously (See Table 7). 

Therefore, integrating classical image processing, deep learning techniques, and human cognitive ability 

will help improve the performance of future image-based CAPTCHA generation algorithms, thereby 

improving user-friendliness and resistance to identification. Also, researchers can use emerging technologies 

such as  transformer techniques, natural language processing (NLP), and big language model like ChatGPT to 

generate CAPTCHA challenges that require users to answer real-time dynamic questions. Furthermore, 

CAPTCHA challenges can be deployed on the real website to test the user-friendliness authoritatively. In 

addition, image encryption technology can also be applied in the CAPTCHA generation model to improve the 

security of CAPTCHA images. 

Table 7. Evaluation comparison of overall techniques. 

Techniques Computing resources Features extraction Model complex Balance security and usability 

Classical image processing Low Manual Simple Less both consider 

Deep learning technique High Automatic Complex Balance 

DL+ human cognitive 
ability 

High Automatic Complex Balance 

5. Conclusion 

This review provides refined reference and guidance for future research in the field of CAPTCHA 

generation. The authors analyze gaps in existing literature and identifies future research directions by 

summarizing and evaluating existing research. CAPTCHA generation technology is divided into three major 

types: classic image processing technology, deep learning technology, and technology combined with human 

cognitive ability. This survey scientifically screened 1363 referred articles in the past five years and analyzed 

28 carefully selected CAPTCHA generation papers. The advantages and disadvantages of different deep 

learning generation technologies are analyzed in-depth. Among them, integrating deep learning technology 

and the other two types of technologies can improve the performance of image-based verification code 

generation algorithms. It performs well in terms of security and user-friendliness indicators. 

This survey provides future research directions. When integrating deep learning technology, several 

factors should be considered to generate attack-resistant and user-friendly CAPTCHA. Firstly, the algorithm 

should be robust enough to resist brute-force, dictionary, and machine learning-based attacks. Secondly, the 

generated CAPTCHA should be user-friendly, which means it should be simple and easy to solve for legitimate 

users. Additionally, the CAPTCHA should be compatible with different devices and platforms, such as mobile 

phones and tablets. 

Regarding future CAPTCHA generative technologies and research directions, there are numerous 

ongoing developments in this field. One promising direction is using adversarial training to improve the 

robustness of CAPTCHA against attacks. Another direction is using deep reinforcement learning to generate 

a more complex and diverse CAPTCHA that is still easy for humans to solve. The use of biometric-based 

CAPTCHA, such as fingerprint recognition or facial recognition, is also being explored. 
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