
Journal of Autonomous Intelligence (2024) Volume 7 Issue 5 

doi: 10.32629/jai.v7i5.1659 

1 

Original Research Article 

Enhancing online Chinese language education through intelligent 

computing and data clustering—A case study on personalized 

teaching for international students in Shanxi Province 
Jing Zhao*, Qian Liu 

China International Language and Culture College, Krirk University, Bangkok 10220, Thailand 

* Corresponding author: Jing Zhao, huizi8382@sina.com 

ABSTRACT 

Providing users with high-quality personalised services in an online environment has become a research hotspot due 

to the rapid growth of Internet technologies. Personalized online teaching for international Chinese teachers takes domain 

knowledge as the core, computer and other information technologies as the support, and the network as the communication 

channel. It is an application system that integrates pedagogy, computer science, psychology and behavioral cognition to 

achieve better online teaching for international Chinese teachers. This paper focuses on the construction and analysis of 

student models for online teaching of international Chinese teachers, deeply studies and analyzes the advantages and 

disadvantages of various traditional student models, and improves the student model for online learning. The existing 

data mining clustering algorithms are studied and analyzed in detail to provide relevant technical support for analyzing 

learners’ learning characteristics. The experiment shows that the student model and M-Kmeans algorithm proposed in 

this paper have certain significance and potential application value in personalized online teaching for international 

Chinese teachers. 
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1. Introduction 

Online learning is a way to quickly study new material and 

distribute it using the Internet and information technology[1,2]. With 

the development of Internet technology, online learning has become 

a way for people to quickly access the best educational resources 

thousands of miles away and improve themselves without being 

constrained by location and time. The online learning mode of 

“Internet + Education” provides learners with ways to broaden their 

knowledge, highlight their personality and develop their hobbies, and 

make it possible for learners to improve their quality in all aspects. 

Online learning has become one of the main ways of continuing 

education and lifelong learning[3]. More and more Internet product 

developers and educational technology researchers are concerned 

with the close collaboration between teachers and students, the 

construction of learners’ knowledge, personalised learning guidance, 

the full development of learners’ abilities and characteristics, and the 

selection of optimal learning paths that reflect the ideal online 

learning environment of intelligent international Chinese teachers’ 

online teaching. Intelligent online education’s primary objective is to 

“teach students in accordance with their aptitude” by implementing 

personalised coaching that is both adaptive and targeted for each 
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individual online learner[4]. The partition method, hierarchical method, density-based method, grid-based 

method, model-based method, neural network method based on computational intelligence, evolutionary 

computing method, fuzzy method, etc.[5,6], and semi-supervised clustering method that is currently under 

consideration are the classical methods of cluster analysis[7]. 

Recently, a new area of clustering analysis research focus has emerged: the novel clustering ensemble 

approach. To provide clustering results that are more reliable and of higher quality, a clustering ensemble is 

used to combine the output of several clustering algorithms. One of the most rapidly evolving techniques in 

recent times is the graph theory-based approach[8]. It is a clustering technique that makes use of graphics and 

graph theory concepts. This technique can converge to the global optimal solution and handle more complex 

cluster configurations, such as non-convex structures, than standard algorithms. At present, the research on 

computational intelligence is a hot spot. This kind of technology is widely used in various fields. 

Computational intelligence (CI) is a general term for a class of algorithms. This kind of algorithm is inspired 

by human wisdom and natural wisdom. First of all, after studying many existing online teaching platforms for 

international Chinese teachers, this paper finds that the research on providing different teaching strategies for 

different learners’ personalized characteristics, such as differences in learning basis, learning ability, learning 

characteristics, and changes in hobbies, is still very weak, and has great development space and potential. 

Second, there is a lot of data generated by online learning that should be fully utilised[9]. 

Data mining technology is advancing rapidly, making it possible to thoroughly mine the “knowledge” 

contained in these educational datasets. This paper uses the clustering technology in data mining to “develop” 

educational data, cluster various learning characteristic data generated by learners’ learning behaviors on the 

network, divide students into several groups with similar characteristics, and then suggest flexible lesson plans 

and instructional techniques based on the unique qualities of each group. By grouping the knowledge that 

students have mastered, it is possible to determine their knowledge mastery, which offers useful information 

for determining the students’ future course of study and career. This study employs technology and data mining 

clustering techniques to assist in resolving the students’ personalised learning issues in the online instruction 

of foreign Chinese teachers. 

The remaining organization of this article is shown in Figure 1: 

Section 2

Section 3

Section 4

This section points out its role in the probability density gradient function. 

Then, an improved K-means algorithm based on the mean shift theory was 

proposed.

This section introduces the specific implementation details of the experiment. Experimental 

results show that the improved K-means algorithm based on mean shift theory is superior to 

the traditional K-means algorithm in terms of clustering effect and stability.

This section is the conclusion, summarizing the content of this article.

 
Figure 1. Article organization structure. 

2. Methodology 

2.1. Theory of mean shift 

Fukunaga introduced the notion of mean shift, which pertains to the mean vector of offset, in a 1975 essay 

on the gradient function of probability density. Initially, mean shift is just a vector; but, as mean shift theory 

advances, mean shift algorithms also emerge. As seen in Figure 2, choose point A as the starting point initially, 

determine point A’s offset mean value, obtain point B, proceed to point B, take point B as the new starting 
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point, and keep moving until the predetermined end condition is satisfied. The mean shift theory gained 

popularity in 1995 thanks to Yizong Cheng[10,11]. In order to establish a link between the offset vector’s 

contribution and the sample’s distance from the offset point, he first proposed a kernel function. Secondly, he 

established a weight coefficient pertaining to the sample point’s significance. In the d-dimensional space, given 

n data sample points xi, where i = 1, ..., n. Any point x in the space can have its mean shift vector defined as: 

𝑀ℎ(𝑥) =
1

𝑘
∑ (𝑥𝑖 − 𝑥)

𝑥𝑖∈𝑆ℎ

 (1) 

where h is the area of a high-dimensional sphere satisfying the set of points given in Equation (2) with radius 

h (d may be more than 2). K denotes the zone that k points in n samples fall inside. 

𝑆ℎ(𝑥) = {𝑦: (𝑦 − 𝑥)𝑇(𝑦 − 𝑥) < ℎ2} (2) 

To put it simply, any one of n points can be represented as the solid point 1, as seen in Figure 1. Making 

a high-dimensional ball with this point as the centre and h as the radius, k points fall into the ball and create k 

vectors with the centre. Then, as indicated in Equation (1), determine the mean value of the k vectors, which 

is the mean shift vector, and correlate to the thick arrows in Figure 2. Next, create a high-dimensional sphere 

by ending the vector at a new point. The mean shift vector will converge to the area with comparatively high 

density if the previous stages are repeated. 

 
Figure 2. Schematic diagram of mean shift. 

The most widely used density estimate technique is kernel density estimation, often known as the Parzen 

window in pattern recognition technology. The following is the definition: Each point in the d-dimensional 

space, where i = 1, ..., n, is represented by a column vector, given n data sample points. In the event that x is 

any of the points, then x’s module is. 

𝐾(𝑥) = 𝑘(𝑥2) (3) 

In this scenario, K(x) is a piecewise continuous function, if a < b, then K(a) ≥ K(b), and k is a nonnegative 

number. 

∫ 𝑘
∞

0

(𝑟)d𝑟 < ∞ (4) 

If the above conditions are met, K(x) defined in Equation (4) is a kernel function. Two unit kernels are 

frequently employed in mean shift: the unit Gaussian kernel function and the unit uniform kernel function. The 

following defines two functions: uniform kernel function in a unit: 

𝐹(𝑥) = {
1  if ‖𝑥‖ < 1
0  if ‖𝑥‖ ≥ 1

 (5) 

Unit Gaussian kernel function: 

𝑁(𝑥) = 𝑒−𝑥2
 (6) 

It can be seen from Equation (5) that as long as point x is in a high-dimensional sphere with radius h, 
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regardless of its distance from the center point, it is treated equally. There is no weighted value, and the 

contribution of M x h is the same when calculating. Nonetheless, we are aware that estimating the statistics 

surrounding the centre point is generally more relevant the closer the point is to the centre point. In order to 

solve this problem, Yizong Cheng introduced the kernel function into mean shift in 1995. At the same time, it 

is also considered that the importance of points i x in the dataset is different, so a weight value representing 

their importance is introduced for each point[12]. Equation (7) thus displays the extended version of mean shift: 

𝑀(𝑥) =
∑ 𝐺𝐻

𝑛
𝑖=1 (𝑥𝑖 − 𝑥)𝑤(𝑥𝑖 − 𝑥)

∑ 𝐺𝐻
𝑛
𝑖=1 (𝑥𝑖 − 𝑥)𝑤(𝑥𝑖)

 (7) 

Including: 𝐺𝐻(𝑥𝑖 − 𝑥) = |𝐻|−1/2𝐺 (|𝐻|−1/2(𝑥𝑖 − 𝑥)), 𝐺𝐻(𝑥) is a unit kernel function, and the weighted 

value of each point is defined as 𝑤(𝑥𝑖), and 𝑤(𝑥𝑖) ≥ 0. H is d × Diagonal matrix of d 𝐻 = 𝑑𝑖𝑎𝑔[ℎ1
2, ℎ2

2 , … , ℎ𝑑
2 ]. 

The simplified form is often used in mean shift, this form requires a coefficient h to be set. This form is adopted 

later in this article. Therefore, Equation (8) can be rewritten as follows: 

𝑀ℎ(𝑥) =
∑ 𝐺𝑛

𝑖=1 (
𝑥𝑖 − 𝑥

ℎ
) 𝑤(𝑥𝑖)𝑤(𝑥𝑖 − 𝑥)

∑ 𝐺𝑛
𝑖=1 (

𝑥𝑖 − 𝑥
ℎ

) 𝑤(𝑥𝑖)
 (8) 

If the weight value 𝑤(𝑥𝑖) of all sampling points xi is the same, set it to 1, Equation (8) degenerates into 

the fundamental mean shift Equation (1) when the unit kernel function is utilised to apply the mean unit kernel 

function 4. Make some changes to Equation (8) to simplify the iteration steps of mean shift algorithm. Equation 

(8) is changed into Equation (9) as follows: 

𝑀ℎ(𝑥) =
∑ 𝐺𝑛

𝑖=1 (
𝑥𝑖 − 𝑥

ℎ
) 𝑤(𝑥𝑖)𝑥𝑖

∑ 𝐺𝑛
𝑖=1 (

𝑥𝑖 − 𝑥
ℎ

) 𝑤(𝑥𝑖)
− 𝑥 (9) 

And make the first item as 𝑚ℎ(𝑥), namely: 

𝑚ℎ(𝑥) =
∑ 𝐺𝑛

𝑖=1 (
𝑥𝑖 − 𝑥

ℎ
) 𝑤(𝑥𝑖)𝑥𝑖

∑ 𝐺𝑛
𝑖=1 (

𝑥𝑖 − 𝑥
ℎ

) 𝑤(𝑥𝑖)
 (10) 

Then 𝑚ℎ(𝑥) is modified by Equation (11): 

𝑚ℎ(𝑥) = 𝑚ℎ(𝑥) − 𝑥 (11) 

2.2. Improved algorithm MKmeans 

It can be seen from the above analysis that the initial cluster center selected randomly leads to unstable 

clustering, which is sensitive to noise and easy to enter local extreme points, and has a great impact on the 

clustering quality. In view of these shortcomings and deficiencies, this paper proposes an improved Kmeans 

algorithm based on mean shift theory—MKmeans algorithm. By focusing on high-density regions during the 

initial cluster centre selection process, this technique improves clustering stability and lowers the likelihood 

that the algorithm would enter local optimisation[13,14]. There is a coefficient h in the mean shift algorithm that 

needs to be set. This paper’s experiment demonstrates how the degree of variation between dataset properties 

and the magnitude of h are related. H can be set to a lower value when the difference degree is smaller and to 

a higher value when the difference degree is larger. The following are the steps of the updated algorithm: (1) 

Set the coefficient h, calculate 𝑚ℎ(𝑥), and randomly select a point. (2) Assign 𝑚ℎ(𝑥) to x. (3) If, end the cycle, 

get m points; If not, continue with (1). (4) Select the point with the maximum sum of k distances from other 

points among m points. (5) Find k points most similar to these k points in dataset D, and make the initial center. 

(6) Sort the sample points into the cluster with the highest similarity by calculating how similar each remaining 

data sample point is to the k cluster centres. (7) Recalculate each of the k clusters’ respective centres in the 

new cluster by taking the average of all the cluster’s data samples. (8) Reclassify each element in D using the 

new centre as a guide. Until the number of iterations is reached or the cluster centre of the previous two times 
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does not move, repeat steps (6) through (8). In Figure 2, the flow chart is displayed. 

The m points selected by mean shift are all in places with relatively high density, as shown in Figures 3 

and 4. Figure 3 is the result of mean shift algorithm of iris dataset with h = 0.65 to get 7 points with relatively 

high density. Figure 3 shows that when h = 100, eight points with relatively high density are obtained from 

the mean shift algorithm of the Wine dataset. 

start

Read in preprocessed data

Randomly select a point, 

set h, and calculate 

Assign                    to x

Get m

Among the m points, 

select the point with the 

maximum sum of k 

distances from other 

points.

Calculate all other data to 

k centers

Divide the data to the 

nearest

Recalculate cluster center

Whether the objective 

function changes

Output k categories

end

( )mh x

  

( )km x x x− 
N Y

N

Y

 
Figure 3. Example diagram. 

 
Figure 4. Wine dataset h = 100. 

3. Experiments 

3.1. Implementation details 

All experiments in this paper share three experimental tools MATLAB, SPSS and Weka. Using 

MATLAB integrated hierarchical clustering, Kmeans clustering, FCM clustering, SOM clustering and other 

clustering algorithms to do comparative experiments; SPSS was used to analyze the characteristics of the 

experimental data set; The comparison experiment is made with Weka integrated Xmeans algorithm. The 

mathematical calculations involved in clustering algorithms are relatively complex and tedious, so professional 

scientific computing tools should be used. MATLAB is a mathematical software developed by American 

mathwork for data analysis, algorithm development and numerical calculation[15,16]. Its statistical tools provide 

several clustering methods: (1) hierarchical clustering, (2) Kmeans clustering, (3) fuzzy C-means clustering 

FCM: the membership degree of sample attribution in FCM algorithm is set to 2. (4) SOM Clustering of self-

organizing feature maps. In this study, the Euclidean distance is utilised to quantify sample similarity when 

the hierarchical clustering technique is applied. In the SOM algorithm, this paper uses a one-dimensional array 

of SOM network to become a one-dimensional SOM (1-D SOM). There are many parameters that can be 
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selected in the SOM algorithm, and different parameters have a great impact on the results. The training 

parameters in this paper are shown in Table 1: 

Table 1. SOM training parameters. 

SOM training parameters Parameter value 

Initial value of learning rate in sorting stage 60 

Steps in sorting stage 100 

Initial value of learning rate in adjustment stage 0.02 

Other Default 

In order to analyze the data characteristics of iris and wine, which are used for experiments, mainly mean 

value, variance, peak value and frequency, etc. This paper uses its statistical analysis function, and finally 

outputs the desired results with clear and intuitive tables. The Waikato intelligent analysis environment is 

called Weka (Waikato environment for knowledge analysis). The Xmeans algorithm is one of the many data 

mining methods integrated by the open and free platform Weka[17]. 

3.2. Datasets 

UCI is a database used exclusively for testing machine learning and data mining methods. Since the 

database’s data sets are clearly categorised, external standards can be utilised to objectively and intuitively 

assess how well clustering algorithms perform. Two global data sets, Iris and Wine, show two distinct testing 

vantage points. In order to demonstrate the efficacy of the novel algorithm that is presented in this research, 

this paper examines and evaluates these two data sets. Iris includes 150 samples in three categories, namely, 

1-setosa, 2-versicolor, 3-virginia. Each category includes 50 samples, namely, 1–50 is the first category, 51–

100 is the second category, and 101–150 is the third category. The data contains four attributes, namely, calyx 

length, width, and petal length and width. The data are of numerical type. This article does not do any data 

processing for this, because after the data is normalized, it may destroy the relationship between the attributes 

of the data itself, using the most original data. Win includes 178 samples, which are divided into 3 categories. 

There are 13 attributes describing the samples, including 59 samples from 1–59 for the first category, 71 

samples from 60–130 for the second category, and 48 samples from 131–178 for the third category. Like Iris 

dataset, it is numerical data, excluding name attribute and class attribute. This article also uses the most original 

Wine data set without any processing to test[18,19]. Because, different clustering algorithms have very different 

clustering effects for data sets with different characteristics. Therefore, it is necessary to analyze the mean, 

variance and other characteristics of the dataset. This paper uses SPSS data analysis software to analyze the 

mean, variance, peak and other parameters of Iris and Wine data sets, as shown in Tables 2 and 3. It is found 

that the difference between the average value and variance of the Iris data set is not very large, indicating that 

the Iris data set is intensive data, that is, the dispersion is small. The difference between the attribute values of 

the Wine data set, whether the average value or variance is large, is hundreds of times the smallest, and the 

variance is tens of thousands of times. For example, the variance of attribute 13 is 99167, while the variance 

of attributes 3, 8, 9, 11 is as low as 0, This indicates that the Wine dataset is decentralized, that is, highly 

dispersed. 

Table 2. Iris data analysis. 

Statistic 

  One Two Three Four 

N Valid 150 150 150 150 

Defect 0 0 0 0 
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Table 2. (Continued). 

Statistic 

  One Two Three Four 

Mean value  5.8433 3.0567 3.7508 1.1993 

Standard 
deviation 

 0.82807 0.4358 1.7653 0.7624 

Variance  0.6860 0.1900 3.116 0.581 

Table 3. Wine data aggregation analysis. 

Statistic 

  One Two Three Four Five Six 

N Valid 178 178 178 178 178 178 

 Defect 0 0 0 0 0 0 

Mean 
value 

 13 2 2 19 100 2 

Standard 
deviation 

 1 1 0 3 14 1 

Variance  1 1 0 17 204 0 

3.3. Examination of test findings 

According to the analysis and test results of iris and wine datasets, the total F-measure value of MKmeans 

algorithm on both datasets has been improved. As shown in Figure 5, the MKmeans algorithm is stable on 

both iris datasets with small dispersion and Wine datasets with large dispersion. The total Fmeasure value is 

above 93%, which is 8–20 percentage points higher than the original Kmeans algorithm. From the comparison 

of operation efficiency, as shown in Figure 6, the improved algorithm MKmeans consumes an average of 

0.01–0.06 s more time than the Kmeans algorithm, but the total F-measure value increases by 8–20 percentage 

points, so it is worth the extra time. 

 
Figure 5. Comparison of total F-measure values. 

 
Figure 6. Time consumption comparison. 
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3.4. Application of MKmeans algorithm in teaching model 

First, use Xmeans to get the optimal k value of 4. After that, the final dataset was clustered using 

MKmeans, Kmeans and two classical improved algorithms of Kmeans, K-mediums and Xmeans, respectively, 

Finally, as seen in Figures 7–10, the contour coefficient was used to analyse the clustering effect. Finally, the 

recognition ability grouping was analyzed using the clustering results. 

 
Figure 7. Profile coefficient of MKmeans. 

 
Figure 8. Profile coefficient of Kmeans. 

 
Figure 9. Profile coefficient of Xmeans. 

 
Figure 10. K-profile coefficient of medoids. 

To sum up the contour coefficient graphs of MKmeans, Kmeans, Xmeans, K-medoid algorithms, it can 
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be found that the contour coefficients of all categories obtained by the new MKmeans algorithm proposed in 

this paper are close to 1, and there is no category that tends to −1. Other algorithms more or less have the 

contour coefficient values of partial data of some categories tend to −1, indicating that some data are not 

classified into the optimal category. As a result, the MKmeans method presented in this study has a better 

clustering effect than the Kmeans algorithm and its two classically modified algorithms. Table 4 displays the 

final clustering centre determined by the MKmeans method. SPSS is utilised to analyse the clustering 

outcomes. 

Table 4. Cluster Center of MKmeans in fmal. 

 Memorizing Understand Application Comprehensive Analysis Evaluate 

Class 1 0.504941 0.504941 0.504941 0.437103 0.421745 0.305882 

Class 2 0.70075 0.70075 0.68657 0.6525 0.661923 0.66 

Class 3 0.25465 0.255655 0.219964 0.151078 0.15066 0.0597 

Class 4 0.895926 0.895926 0.891228 0.902546 0.930484 0.912346 

As shown in Figures 11–14, the analysis of four cluster centers obtained by MKmeans algorithm can 

explain the learning characteristics of learners. It can be seen from Figures 5 and 6 that the cognitive abilities 

of category 1 are below 0.5, that of category 2 in Figure 12 are between 0.65–0.70, that of category 3 in Figure 

13 are below 0.25, and that of category 4 in Figure 14 are between 0.89–0.93. The aforementioned four 

categories allow learners’ characteristics to be easily separated into four learning groups of varying degrees, 

which can greatly increase learning efficiency based on many aspects of targeted training and improvement. 

 
Figure 11. Cluster center of class 1. 

 
Figure 12. Cluster center of class 2. 



10 

 
Figure 13. Cluster center of class 3. 

 
Figure 14. Cluster center of class 4. 

4. Conclusion 

This essay is based on Chinese instructors from abroad who teach online. This article builds an appropriate 

student model for online teaching of international Chinese teachers, and then examines the personalisation of 

online instruction by using the clustering algorithm theory in data mining. A traditional clustering technique 

built on the partition concept is the Kmeans algorithm. In order to create a student model appropriate for online 

instruction for foreign Chinese teachers, this paper applies the clustering algorithm to the personalised 

realisation of online instruction. Additionally, it makes improvements to the Kmeans algorithm to increase its 

efficiency, while also confirming the algorithm’s superiority. The improved algorithm MKmeans is verified 

with the international classic datasets Iris and Wine. The final clustering result quality uses the F-measure 

value as the evaluation standard. It is found that MKmeans performs better than the algorithms of Kmeans, 

FCM, and SOM, indicating the value of MKmeans. Finally, MKmeans and other algorithms are applied to the 

student feature data set corresponding to the student model, and learner groups with different levels of 

cognitive level and cognitive ability groups are obtained, as well as knowledge mastery level groups. It fully 

proves the value of cognitive model and knowledge model in student model. 

Author contributions 

Conceptualization, JZ and QL; methodology, JZ; software, JZ; validation, JZ and QL; formal analysis, 

JZ; investigation, JZ; resources, JZ; data curation, JZ; writing—original draft preparation, JZ; writing—review 

and editing, QL; visualization, QL; supervision, QL; project administration, JZ; funding acquisition, QL. All 

authors have read and agreed to the published version of the manuscript. 

Acknowledgments 

The authors would like to show sincere thanks to those techniques who have contributed to this research. 



11 

Conflict of interest 

The authors declare no conflict of interest. 

References 

1. Tang C, Zhang J. An intelligent deep learning-enabled recommendation algorithm for teaching music students. 

Soft Computing. 2022; 26(20): 10591-10598. doi: 10.1007/s00500-021-06709-x 

2. He P, Zheng C, Li T. Development and Validation of an Instrument for Measuring Chinese Chemistry Teachers’ 

Perceived Self-Efficacy Towards Chemistry Core Competencies. International Journal of Science and 

Mathematics Education. 2021; 20(7): 1337-1359. doi: 10.1007/s10763-021-10216-8 

3. Dash SS, Das S, Panigrahi BK, et al. Advances in intelligent systems and computing. In: International Conference 

on Intelligent Computing and Applications. pp. 237-245. 

4. Saeed K, Chaki N, Pati B, et al. Advances in intelligent systems and computing. In: Progress in Advanced 

Computing and Intelligent Engineering. pp. 29-36. 

5. Ghazali R, Deris MM, Nawi NM, et al. Advances in intelligent systems and computing. In: Recent Advances on 

Soft Computing and Data Mining. pp. 53-63. 

6. Long Z, Tan M. Data clustering based on art1 artificial neural networks. Computer Engineering & Science. 2002; 
24(2): 92-95. 

7. Dazi LI, Qian L, Jin Q, Tan T. Modified global k’-means algorithm and its application to data clustering. 

Information & Control. 2011; 40(1): 100-104. 

8. Zhu Q, Gao XD, Sen WU, et al. High dimensional sparse data clustering based on sorting idea. Computer 

Engineering. 2010; 36(22): 13-14. 

9. Zhang C, Li M, Wu D. Federated Multidomain Learning with Graph Ensemble Autoencoder GMM for Emotion 

Recognition. IEEE Transactions on Intelligent Transportation Systems. 2023; 24(7): 7631-7641. doi: 

10.1109/tits.2022.3203800 

10. Zhou J, Liu Q, Jiang Q, et al. Underwater Camera: Improving Visual Perception Via Adaptive Dark Pixel Prior 

and Color Correction. International Journal of Computer Vision. Published online August 31, 2023. doi: 

10.1007/s11263-023-01853-3 
11. Zhou J, Li B, Zhang D, et al. UGIF-Net: An Efficient Fully Guided Information Flow Network for Underwater 

Image Enhancement. IEEE Transactions on Geoscience and Remote Sensing. 2023; 61: 1-17. doi: 

10.1109/TGRS.2023.3293912 

12. Ali J, Shan G, Gul N, et al. An Intelligent Blockchain-based Secure Link Failure Recovery Framework for 

Software-defined Internet-of-Things. Journal of Grid Computing. 2023; 21(4). doi: 10.1007/s10723-023-09693-8 

13. Ali J, Jhaveri RH, Alswailim M, et al. ESCALB: An effective slave controller allocation-based load balancing 

scheme for multi-domain SDN-enabled-IoT networks. Journal of King Saud University - Computer and 

Information Sciences. 2023; 35(6): 101566. doi: 10.1016/j.jksuci.2023.101566 

14. Ren X, Ahmed I, Liu R. Study of Topological Behavior of Some Computer Related Graphs. Journal of 

Combinatorial Mathematics and Combinatorial Computing. 2023; 117: 03-14. doi: 10.61091/jcmcc117-01 

15. Nazeer S, Sultana N, Bonyah E. Cycles and Paths Related Vertex-Equitable Graphs. Journal of Combinatorial 

Mathematics and Combinatorial Computing. 2023; 117: 15-24. doi: 10.61091/jcmcc117-02 
16. Zeng Y, Chu B. The Appropriate Scale of Competition Between Online Taxis and Taxis Based on the Lotka-

Volterra Evolutionary Model. Journal of Combinatorial Mathematics and Combinatorial Computing. 2023; 117: 

25-36. doi: 10.61091/jcmcc117-03 

17. Guo Q. Minimizing Emotional Labor through Artificial Intelligence for Effective Labor Management of English 

Teachers. Journal of Combinatorial Mathematics and Combinatorial Computing. 2023; 117: 37-46. doi: 

10.61091/jcmcc117-04 

18. Wang X, Liu J, Zhang C. Network intrusion detection based on multi-domain data and ensemble-bidirectional 

LSTM. EURASIP Journal on Information Security. 2023; 2023(1). doi: 10.1186/s13635-023-00139-y 

19. Zhang C, Roh B hee, Shan G. Poster: Dynamic Clustered Federated Framework for Multi-domain Network 

Anomaly Detection. In: Proceedings of the Companion of the 19th International Conference on emerging 

Networking EXperiments and Technologies. doi: 10.1145/3624354.3630086 


