
Journal of Autonomous Intelligence (2021) Volume 4 Issue 1. 
doi: 10.32629/jai.v4i1.479 

6 

Original Research Article

Machine Learning, Deep Learning and Implementation Language in 

Geological Field 

Yongzhang Zhou1,2,3, Jun Wang1,2,3, Renguang Zuo4, Fan Xiao1,2,3, Wenjie Shen1,2,3, Shugong Wang1,2,3 

1 Center for Earth Environment ＆ Ｒesources, Sun Yat-sen University，Guangzhou 510275, China 

2 Guangdong Provinical Key Laboratory of Mineral Ｒesources and Geological Processes, Sun Yat-sen University, 

Guangzhou 510275, China 

3 School of Earth Sciences ＆ Engineering, Sun Yat-sen University, Guangzhou 510275, China 

4 China University of Geology, Wuhan 430074, China 

ABSTRACT 

Geological big data is growing exponentially. Only by developing intelligent data processing methods can we catch 

up with the extraordinary growth of big data. Machine learning is the core of artificial intelligence and the fundamental 

way to make computers intelligent. Machine learning has become the frontier hotspot of geological big data research. It 

will make geological big data winged and change geology. Machine learning is a training process of model derived from 

data, and it eventually gives a decision oriented to a certain performance measurement. Deep learning is an important 

subclass of machine learning research. It learns more useful features by building machine learning models with many 

hidden layers and massive training data, so as to improve the accuracy of classification or prediction at last. Convolutional 

neural network algorithm is one of the most commonly used deep learning algorithms. It is widely used in image 

recognition and speech analysis. Python language plays an increasingly important role in the field of science. Scikit-Learn 

is a bank related to machine learning, which provides algorithms such as data preprocessing, classification, regression, 

clustering, prediction and model analysis. Keras is a deep learning bank based on Theano/Tensorflow, which can be 

applied to build a simple artificial neural network. 
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1. Introduction

Geological big data is growing exponentially. They are largely pro-

duced in the investigation, exploration and corresponding geological 

scientific research of basic geology, mineral geology, hydrogeology, en-

gineering geology, environmental geology and disaster geology, the de-

velopment and utilization of energy and minerals, the monitoring and 

prevention of environmental and geological disasters, and various 

space-based and space-based remote sensing observation activities. The 

ways to obtain geological big data include geophysics, geochemistry, 

drilling exploration wells, remote sensing and telemetry, sensing moni-

toring, and they can also come from various expanded applications, such 

as map compilation, analysis and calculation, simulation, prediction and 

evaluation, intelligent management and control etc. Geological big data 

can be structured, such as data obtained from geochemical analysis and 

geophysical exploration. There are more unstructured and semi-struc-

tured data, such as paleontology, minerals, rocks, ore deposits, core
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photos, tsunami audio, seismic video, structure, re-

mote sensing spectral maps, specimens, field records, 

geological charts etc. 

In this context, any individual handling geolog-

ical big data in a traditional way is just like a person 

racing against a car, plane and rocket. The farther he 

goes, the greater the gap, and finally he is aban-

doned by advanced means of transportation. Only by 

developing intelligent data processing methods can 

we catch up with the extraordinary growth of big 

data. Therefore, it can be said that artificial intelli-

gence geology should be an important development 

direction. 

Machine learning is considered to be the core of 

artificial intelligence and the fundamental way to 

make computers intelligent. At present, the universal 

view of various basic problems of machine learning 

and artificial intelligence is forming (Figure 1). 

Although scientists with a sense of historical 

mission are exploring seriously and diligently 

(Mayer-Schonberger & Cukier, 2013; Carranza & 

Laborte, 2015; de Mulder et al., 2016; Aryafar and 

Moeini, 2017; Ross et al., 2018), artificial intelli-

gence geology based on big data is far from mature 

(Zhang & Zhou, 2017; Zhou et al., 2018a). 

As a big data album, this issue focuses on the 

modeling and application of machine learning (in-

cluding deep learning) (Xu, 2018; Zhou, 2018; Han 

et al., 2018; Jiao et al., 2018; Liu et al., 2018; Wang 

et al., 2018). It also reflects that machine learning 

has become one of the important hotspots of current 

geological big data research. The author believes that 

machine learning will make geological big data 

winged, effectively process massive data, mine val-

uable and rich information behind them, and change 

geology accordingly. 

 

Figure 1. Relationship between artificial intelli-

gence,machine learning and deep learning 

2. Classification of Machine Learn-

ing 

In essence, machine learning is a training pro-

cess of model derived from data, and eventually 

gives a decision oriented to a certain performance 

measurement. Machine learning can be divided into 

Supervised Learning and Unsupervised Learning. 

Under supervised learning, each group of training 

data has an identification value or result value. When 

establishing the prediction model, Supervised Learn-

ing establishes a learning process, compares the pre-

diction results with the actual results of training data, 

and constantly adjusts the prediction model until the 

prediction results of the model reach the expected ac-

curacy. The common methods of Supervised Learn-

ing are shown in Figure 2. In Unsupervised Learning, 

the data is not specially identified, and the learning 

model is to infer some internal structures of the data. 

Common Unsupervised Learning methods are 

shown in Figure 3. In machine learning, SVM (Sup-

port Vector Machine) is a representative method. It 

is based on binary classification algorithm, and its 

core of thinking is ascending dimension and lineari-

zation. Many sample sets that cannot be processed 

linearly in low-dimensional sample space can be lin-

early divided (or regressed) through a linear hyper-

plane in high-dimensional feature space. SVM maps 

the sample space into a high-dimensional feature 

space through a nonlinear mapping P, so that the non-

linear separable problem in the original sample space 

is transformed into a linear separable problem in the 

feature space. 

3. Deep Learning 

Deep learning is a subclass of machine learning 

research. Its purpose is to establish and simulate the 

neural network of human brain for analysis and 

learning, and simulate the mechanism of hu-

man brain to interpret data, such as image, sound and 

text. The essence of deep learning is to learn more 

useful features by building machine learning models 

with many hidden layers and massive training data, 

so as to finally improve the accuracy of classification 

or prediction (Hinton et al., 2006, 2012; Brenden et 

al.,2015; Lecun et al., 2015; schmidhuber, 2015; 

Bianco et al., 2017) “Depth model” is the means and 
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“feature learning” is the purpose. 

 

Figure 2. Common supervised learning algorithms (Zhou et al., 2018b). 

 

 

Figure 3. Common unsupervised learning algorithms. 

Table 1 Lists the current common deep learning 

models or methods. Among them, convolutional 

neural network algorithm is the most commonly used 

deep learning algorithm. It is widely used in image 

recognition and speech analysis. It is essentially an 

input-output mapping, which can learn a large num-

ber of mapping relationships between input and out-

put without any accurate mathematical expres-

sion between input and output. As long as the convo-

lution network is trained with a known mode, the net-

work has the mapping ability between input and 

output pairs. Convolutional neural network is a 

multi-layer neural network, each layer consists of 

multiple two-dimensional neural networks.

Table 1. Common deep learning models and algorithms 
Common models or 

methods 
Algorithm description 

Autoencoder 

An unsupervised neural network model. The implicit features (ENCODING) of 

the input data can be learned, and the original input data can be reconstructed 

(DECODED) with the learned new features. Automatic coders are used for di-

mension reduction or feature learning. 

Sparse coding 

An unsupervised learning method. It is used to find a set of “super complete” ba-

sis vectors to represent the sample data more efficiently. The method has spatial 

locality, directionality and band-pass in frequency domain. It is an adaptive image 

statistical method. 

Table continued. 
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Restricted Boltzmann 

Machines 

RBM, a randomly generated neural network that can learn probability 

distribution from input data set Restricted Boltzmann machine 

has been applied in dimension reduction, classification, collaborative 

filtering, feature learning and topic modelling. According to different 

tasks, the restricted Boltzmann machine can be trained by supervised 

learning or unsupervised learning. 

 

Deep beliefnetworks 

Dbns, a probability generation model composed of multiple restricted 

Boltzmann machine layers Compared with the neural network of tra-

ditional discriminant model, generative model is to establish a joint 

distribution between observation data and labels. It can be extended 

to convolution dbns (CDBNS). 

 

Convolutional neural 

network 

CNN is a kind of artificial neural network. Its weight sharing network 

structure makes it more similar to biological neural network, which 

reduces the complexity of network model and the number of weights 

cnns has become a research hotspot in the field of speech analysis 

and image recognition. 

 

Figure 4. Conceptual diagram of convolution neu-

ral network. 

Each plane is composed of multiple independ-

ent neurons (Figure 4). Convolution network is a 

multi-layer perceptron specially designed to recog-

nize two-dimensional shapes. This network structure 

is highly invariant to translation, scaling, tilt or other 

forms of deformation. In this paper, Xu Shuteng and 

Zhou Yongzhang (2018) took pyrite, chalcopyrite, 

galena, sphalerite and other sulfide minerals from 

Jiapigou gold mine in Jilin Province and Shihu gold 

mine in Hebei Province as examples to design a tar-

geted Unet convolution neural network model to re-

alize the automatic recognition and classification of 

ore minerals under the microscope based on deep 

learning algorithm. The experiment shows that the 

recognition success rate of the trained model for the 

ore mineral photos under the microscope of the test 

set is higher than 90%, indicating that the model es-

tablished in the experiment has good image feature 

extraction ability and can complete the task of intel-

ligent recognition of ore minerals under the micro-

scope.

 

 

Figure 5. Comparison between traditional machine learning (LEFT) and transfer learning (RIGHT). 
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Figure 6. Transfer learning model for automatic identification and classification of minerals.

4. Transfer Learning 

Transfer learning is to transfer the learned and 

trained model parameters to the new model to help 

the new model training (Yosinski et al., 2014). Con-

sidering that most of the data or tasks are relevant, 

the learned model parameters (also known as the 

knowledge learned by the model) can be shared with 

the new model in some way through migration learn-

ing, so as to speed up and optimize the learning effi-

ciency of the model without learning from scratch 

like most networks. There are substantial differ-

ences between traditional machine learning and 

transfer learning, as shown in Figure 5. 

Migration learning is used to study the auto-

matic recognition and classification of minerals and 

rocks, which can provide a new means for the auto-

matic classification of rock lithology. Zhang Ye et al. 

(2018) selected three rock images of granite, phyllite 

and breccia for test, recognition and analysis. The 

rock image samples used in the experiment are col-

lected by different means such as photos, rock data-

base and network search. The rock types are mainly 

composed of laboratory rock samples, on-site rock 

samples and on-site large-scale rock images. In order 

to make the whole process more intelligent, the scal-

ing and clipping of rock image are automatically 

completed in the training. The input image only en-

sures a fixed format, and there are no specific re-

quirements for image size, size and pixel. The author 

established a rock image depth learning migration  

 

model based on Inception-v3. As shown in Figure 6, 

the automatic recognition rate of granite, phyllite 

and breccia can reach higher than 80%, and some re-

sults can even reach higher than 95%. The training 

process has low requirements for the size, imaging 

distance and light intensity of rock image, which 

fully demonstrates its robustness and generalization 

ability. 

5. Algorithm Implementation 

With the development of NumPy, SciPy, Mat-

plotlib, Pandas and other program libraries, Python 

plays an increasingly important role in the field of 

science (Zhou et al., 2018a). 

Scikit-Learn is a library related to machine 

learning and a powerful machine learning toolkit of 

Python. It provides a complete machine learning 

toolbox, including data preprocessing, classification, 

regression, clustering, prediction, model analysis, etc. 

Artificial neural network is a model with pow-

erful function but simple principle. It plays an im-

portant role in image recognition, language pro-

cessing and other fields. Theano is also a python 

library. It was developed by a deep learning expert 

Yoshua Bengio. It is used to define, optimize and ef-

ficiently solve the simulation estimation problem of 

mathematical expression corresponding to multi-di-

mensional array data. It has the characteristics of ef-

ficient symbol decomposition, highly optimized 

speed and stability. The most important thing is that 

it also realizes GPU acceleration, so that the pro-

cessing speed of intensive data is dozens of times 

that of CPU. Theano can build an efficient neural 

network model, but the threshold is relatively high 
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for ordinary readers. 

Therefore, Keras library can be used to build 

neural network. The application of Keras library can 

greatly simplify the steps of building various neural 

network models, and allow ordinary users to eas-

ily build and solve the deep neural network with hun-

dreds of input nodes. Keras is not a simple neural 

network library, but a powerful deep learning li-

brary based on Theano. It can be used to build not 

only ordinary neural networks, but also various deep 

learning models, such as self encoder, cyclic neural 

networks, recursive neural networks, convolutional 

neural networks, etc. As it is based on Theano, it is 

also quite fast. 

The process of building neural network model 

with Keras is quite simple and intuitive. It is just 

like building blocks. A very powerful neural network 

model, even a deep learning model, can be built 

through just a few dozen lines of code. In the author’s 

teaching and scientific research, it is recommended 

to build a Python development platform, and the ap-

plication of Python language can well realize the ma-

chine learning algorithm. 

6. Conclusion 

Through the above discussion, the following 

understanding can be formed. 

(1). Geological big data is growing exponen-

tially. Only by developing intelligent data processing 

methods can we catch up with the extraordinary 

growth of big data. Therefore, the development of ar-

tificial intelligence geology should be an important 

development direction. 

(2). Machine learning is the fundamental way to 

make computers intelligent. It is essentially a model 

training process derived from data, and finally gives 

a decision oriented to a certain performance meas-

urement. 

(3). The purpose of deep learning is to establish 

and simulate the neural network of human brain for 

analytical learning, and simulate the mechanism of 

human brain to interpret data. Its essence is to learn 

more useful features by building machine learning 

models with many hidden layers and massive train-

ing data, so as to finally improve the accuracy of 

classification or prediction. 

(4). The development of NumPy, SciPy, Mat-

plotlib, Pandas and many other program libraries 

makes Python occupy an increasingly important po-

sition in the field of science. Scikit-Learn and Keras 

are important toolkits for building machine learning 

and artificial neural networks using Python. 

(5). Although the artificial intelligence geology 

relying on big data is far from mature, the break-

through and development of machine learning algo-

rithms make it possible to quickly process massive 

geological big data and mine valuable and rich infor-

mation behind them, which will change geology ac-

cordingly. 
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