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ABSTRACT 

In the past decade, the methods and technologies of artificial intelligence (AI) have made great progress. In many 

cases, they have become part of the usual landscape of solving new or old problems in different fields of human 

knowledge. In this progress, there are several aspects, especially three aspects: the availability and universality of data 

in many fields of human activities; a deeper understanding of the mathematics of the basic control algorithm; and the 

availability and capability of hardware and computing which allows a wide range and a large number of data 

experiments. Considering these aspects, the key challenge for each problem and application area is to understand how to 

use these technologies, to what extent they may reach, and what constraints need to be overcome in order to 

obtain beneficial results (in terms of production cost, value, etc.). This challenge includes identifying data sources and 

their integration and recovery requirements, the necessity and cost of acquiring or constructing tag data sets, volume 

data required for measurement, verifying its feasibility, technical method of data analysis task and its consistency with 

the final application goal, and social and communication sciences are no exception. The knowledge in these fields is 

related to artificial intelligence, but they do have particularities that define the most appropriate type of artificial 

intelligence technology and method (i.e. natural language processing). The successful use of AI technology in these 

disciplines involves not only technical knowledge, but also the establishment of a viable application environment, 

including the availability of data, the appropriate complexity of tasks to be performed, and verification procedures with 

experts in the field. This paper introduces the methodology of generating artificial intelligence model, summarizes the 

artificial intelligence methods and services most likely to be used in social and communication sciences, and finally 

gives some application examples to illustrate the practical and technical considerations in this regard. 
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1. Introduction

The main purpose of this paper is to provide judgment basis for 

evaluating the application and possible scope of machine learning 

methods in the field of social science and communication. It is gener-

ally believed that the term artificial intelligence was born in 1956. In the 

Dartmouth artificial intelligence summer research project[1], many peo-

ple believe that this is a basic event in this field. Since then, its meaning 

and all the methods and technologies that make up it have developed in 

different ways and are occasionally encountered in other fields (com-

puting, statistics, linguistics, biology). Therefore, it has experienced 

various changes in public opinion: from doubt to overestimation of its 

possibility, to rejection, panic and admiration. 

At present, most of the efforts and applications of artificial intel-

ligence are based on the field of machine learning (we often call it ML). 

ML is a set of techniques and methods, mainly mathematics and statis-

tics, which enable us to use observed data to calibrate the model. These 
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models can be predictive or descriptive. 

Many ML technologies have been known for 

decades, especially since the 1940s (neural network, 

regression technology, etc.), and many other tech-

nologies have been developed in recent years. Three 

aspects determine the wide and successful applica-

tion of ML in different knowledge fields in the past 

decade: 

• The availability and diversity of data

widely exist in many fields of human ac-

tivities.

• A deeper understanding of the mathemat-

ics of basic control algorithms.

• The availability and capability of hardware

and computing allow extensive experi-

ments on a large amount of data.

In each application case, the usefulness of these 

models depends on various factors, but ultimately, 

they all depend on our ability to accurately deter-

mine what we want from our prediction model, de-

sign effective data collection and labeling activities, 

and form a comprehensive multidisciplinary team. 

For example, when the perceptron was invented 

in 1957[2], people believed that “it will be the embryo 

of an electronic computer, and people want it to be 

able to walk, speak, see, write, copy and be aware of 

its own existence”[3]. At present, compared with 

other algorithms, perceptron is a relatively sim-

ple binary classifier. However, in the long run, we 

may see now that these statements are too na-

ive, bold or unnecessarily shocking. Similarly, now 

we must carefully judge the scope of artificial intel-

ligence we envisage, and adhere to the effective and 

strict use of the mathematical and technical tools we 

have. 

2. Machine Learning

2.1 Data derived model 

Mankind has been developing the mode of 

world operation. Many models are only intuitive (i.e. 

if I throw this mastodon into a trap, it will fall down 

and we can have dinner today). Many others have 

reached a higher level of formalism (i.e. classical 

mechanics or species evolution theory). These 

models are more or less derived from the deep un-

derstanding gained by a person or a group of people 

through experiment, learning or intuitive develop-

ment. 

The model is implemented by a process through 

which prediction is made from an input. For example, 

given the angle of the barrel, the weight and wind of 

the bullet, if the actual situation is sufficiently simi-

lar to the ideal situation assumed in the model, clas-

sical mechanics will predict where the bullet will fall. 

In the case of classical mechanics, this process 

is based on the use of differential equations to sim-

ulate all aspects of physical processes considered to 

occur (gravity, resistance). In the case of thermo-

dynamics, this process is based on probability dis-

tribution, etc. 

In the case of ML, data is used to obtain a 

model that also attempts to capture and understand 

the functions of some aspect of the world as shown 

in Figure 1. For example, data is used to predict 

what the customer will buy next, or estimate the 

deviation in the text expression. In fact, ML does not 

generate models in an expert way (i.e. as differential 

equations). On the contrary, in ML, a kind of model 

(i.e. neural network, decision tree or support vector 

machine with given layer structure) is selected and 

calibrated with data and computing power. This is a 

fundamental difference involving the following as-

pects: 

• The experimenter must choose the model

he wants to calibrate with the data.

• The data are treated as samples to illustrate

how the model we want to calibrate re-

sponds to the input.

• The calibration process (model training or

fitting) is limited to the model category

selected by the experimenter.

• The complexity of the selected model class

must be similar to the task to be solved.

The experimenter must generate experi-

mental evidence in this regard and take

corresponding actions (i.e. increase or re-

duce the complexity of the selected mod-

el).

• If the data does not represent the problem

to be solved (because they are few, of poor

quality or highly mixed, etc.), the experi-

menter’s goal is to generate evidence to
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decide how to continue his project (i.e. 

collect more data, collect more infor-

mation from each data, or improve the la-

bel of the data). 

Figure 1. Create models using ML and experts (source: self-developed). 

It is in this sense that explains the concept of 

learning, part of the word machine learning: cali-

brating algorithms with data. This is quite different 

from the concept of learning in the sense of human 

learning. It involves the emergence of a goal, 

learning plan, theory and practice. 

In any case, it should be noted that, like scien-

tific methods, establishing data-based models 

through machine learning methods is a basically 

experimental process, which requires observation 

(data capture), hypothesis creation (model calibra-

tion), verification (using new data), hypothesis re-

calibration (selecting more or less complex model 

classes), etc., as shown in Figure 2. 

Figure 2. Experimental process model generation (source: self compiled). 

Once we have a calibrated model and a proper 

assessment of the prediction level, it will be ex-

panded in production (Figure 2, right). For example, 

in a web application where customers buy new 

products, or in a mobile application where they buy 

new data. 

2.2 Machine learning task type 

There are three main branches of computational 

learning, which distinguish the calibration of models 

according to the way data are provided. These 

models are described below. 

Supervised learning: each input data is asso-

ciated with a tag or comment that represents the 

expected output you want from any model. Its pur-

pose is to generalize a mapping function, which can 
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predict the correct labels of new input data when 

they are received. Supervised learning can be di-

vided into two categories: 

• Classification: in this kind of problem, the

output variables are discretized into dif-

ferent categories existing in the input data.

For example, given a text, we need a

model to predict whether the text is biased

against topic A or topic B, or given an

image of a street, we need a model to tell

us whether it contains one or anoth-

er business type.

• Regression: in these problems, the output

variables are continuous. For example, the

possibility of customer default, real estate

price or the height of shell hit.

The most commonly used monitoring algo-

rithms include K-neighborhood, artificial neural 

network, support vector machine, Gaussian classifier 

and decision tree. 

Unsupervised learning: the data does not 

contain corresponding tags, and patterns or similari-

ties are searched among the data. In this case, inter-

preting and using the model output is much more 

difficult because there is no comparable reference. In 

addition, the experimenter must provide some 

standards to guide the calibration process of the 

model, for example, similarity measurement be-

tween data, methods of identifying anomalies, etc. 

Clustering, correlation or estimating probability 

distribution are some of the techniques used. 

Some examples of unsupervised learning algo-

rithms are as follows: principal component, singular 

value decomposition, clustering, Gaussian mixture, 

self-organizing mapping. 

Reinforcement learning: an agent learns 

to behave in an environment when he takes actions 

and sees the results of these actions, from meas-

urement to reward. The data does not contain labels, 

and the experimenter must define a mechanism to 

evaluate the applicability of the model output. 

Dynamic programming or Q-learning are some 

of these algorithms. 

2.3 Construction of tag dataset 

Generally speaking, the calibration model 

can be used more directly and pertinently through 

supervised learning technology. By specifying the 

expected output, our expectations for the model are 

not ambiguous, so the training or calibration process 

will better meet our needs. 

However, the cost of establishing tag data is 

considerable. Experts must examine the data one by 

one to define the labels they want the prediction 

model to emit. From a certain point of view, we are 

establishing a complementary method to obtain ex-

pert knowledge. Instead of waiting for this formal 

prediction model (differential equation), we try to 

express our knowledge with examples: labeled data. 

In fact, the publication and availability of open 

label datasets is a major breakthrough in any 

field, because it allows research and experiments on 

datasets, and it is possible to show the results to the 

community, which will produce broader common 

knowledge in the long run. 

In any case, before starting to solve any prob-

lems through data-driven gene models, the following 

questions must be raised: 

• Is there a marked dataset that we can use?

Do these datasets represent the problem I

want to solve?

• If there is no representative dataset, can I

create my own tag dataset?

• How much does it cost?

• Finally, how many data tags do I need?

What information should I collect for each

data?

There are no absolute answers to these ques-

tions. Only through the experiment and iterative 

process shown in Figure 2 (left), can we gradually 

answer these questions i.e. start with an initial data 

set. The ML method allows us to generate evidence 

about the initial performance of our calibrated model 

(i.e. 76% ± 5% classification hit rate) and allows us 

to verify some performance assumptions if the data 

increases or enriches the same data we already have. 

On the basis of this process, a second data collection 

campaign is usually proposed, which may be more 

targeted (i.e. we will collect more text on Topic 

A, because topic A seems to be a topic with low 

model predictability) and have a better understand-

ing of the cost. We will experiment again with ML 

method, which may improve the reliability of our 
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results and adjust our cost estimation. 

3. Application of ML in Social Sci-

ence and Communication 

The advanced culture of ML community 

is based on the high attention paid to data publishing 

and participation in competition. In some areas, 

there are established competitions dedicated to ac-

tivities, such as: 

• Imagenet Large-scale Visual Recognition

Challenge[4] for general image analysis

tasks (positioning, detection, segmentation,

etc.).

• Speech Recognition and Separation Chal-

lenges1 in speech recognition and inter-

pretation tasks.

• ImageCLEF, The Cross Language Evalu-

ation Forum Image Retrieval Track. It

contains several challenges to support

visual media analysis, indexing, classifi-

cation and retrieval.

• The challenges of medical image analysis

range from the detection of various cancers

to histopathology to neurology.

Similarly, Kaggle4 is an ML competition li-

brary, which brings together a wide range of fields 

(finance, satellite images, marketing, medicine, 

physics, etc.), and has been widely welcomed in 

recent years. Each competition establishes: (1) the 

task goal or prediction model to be developed; (2) 

data sets marked for calibration of our own models; 

(3) a mechanism through which participants send 

prediction data to the owners of each competition so 

that they know the expected actual output; (4) the 

predicted performance indicators submitted by the 

participants. 

There are various competitions, like the com-

plexity of data, the need of preprocessing, and, sim-

ilarly, performance indicators. Sometimes, capabili-

ties produce relatively clean data (a few csv tables) 

or standard measures (prediction success rate, av-

erage quadratic error). In other cases, due to the 

nature of the problem, the data are complex (i.e. 

images with relevant metadata and time series), and 

the indicators are very specific (i.e. the percentage of 

customers and products weighted by economic sec-

tor in the competition of demand forecast for some 

products). 

For example, here are some existing (still open 

or past) competitions related to the dissemination of 

social sciences: 

Two sigma: use news to predict stock 

movements1: this challenge proposes to use natural 

language processing technology to analyze text news 

flow to generate prediction signals in financial in-

struments. The data includes the historical value of a 

series of financial instruments (stock quotations) and 

the historical financial news released by Thomson 

Reuters, as well as various indicators extracted from 

each news (companies referred to in the news, posi-

tive or negative trends, etc.). The objective of the 

challenge is to publish value and price trend fore-

casts for each financial instrument. The data is nat-

urally marked from the history itself, because it is a 

time series, and its purpose is to predict the price of 

the next day. 

Quora insincere questions classification 2 : 

this challenge has led to a model for identifying 

insincerity in the forum. According to the descrip-

tion of the challenge, the goal is to identify toxic and 

fragmented content, build trust among users, and 

share doubt and knowledge. The training tag dataset 

consists of about 1.3 million questions. If the ques-

tion is considered to be insincere, it is marked as “1”, 

otherwise it is marked as “0”. Quora defines its 

concept of indirect thinking by generating 1.3 mil-

lion tags. Note the cost of organizing tag datasets and 

organizing competitions. 

Costa Rical household poverty level predic-

tion3: the challenges faced by the Inter-American 

Development Bank (IADB) are used to establish 

models that can predict the level of poverty in each 

family. The goal of this challenge is to improve the 

pattern of distribution of development assistance to 

populations in real need. The predictions provid-

ed by classical statistical methods are not completely 

1 For more information, visit: 

https://www.kaggle.com/c/two-sigma-financial-news 
2 For more information, visit: 

https://www.kaggle.com/c/quora-insincere-questions-classificat

ion 
3 For more information, visit: 

https://www.kaggle.com/c/costa-rican-household-poverty-predi

ction 
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satisfactory, especially considering population 

growth and wider data availability. The labeled data 

set that can be used for model training consists of 

about attributes of 10,000 families and 140 families 

of individuals. The poverty level of these families 

and individuals is between 1 and 4. All challenge 

information comes from the Inter-American De-

velopment Bank’s own database. 

DonorsChoose.org application screening 4 : 

challenges posed by DonorChoose.org received 

hundreds of thousands of applications to support 

primary and secondary school teachers to provide 

materials and funds for classroom projects. The 

purpose of the challenge is to generate a model to 

predict whether project requests are approved or 

rejected. The dataset is built from the organization’s 

historical database and stores 500,000 projects. Each 

project is accompanied by the evaluation results of 

each project, which constitute the data label. 

Spooky author identification 5 : in order to 

construct this challenge, a data set was also created, 

including about 20,000 excerpts from Edgar Allan 

Poe, H.P. Lovecraft and M.W. Shelley’s novels. In 

view of this challenge, this paper puts forward the 

suggestion of establishing prediction model, and 

determines the corresponding author of terrorists 

through text excerpts. 

Instacart market basket analysis 6 : in this 

competition, we propose to generate a model to 

predict what products consumers buy in supermar-

kets based on recent consumption. 

Outbrain click prediction7: from this compe-

tition, we propose to generate a model to predict 

what users will click based on their recent inter-

net browsing history. The purpose is to fine-tune the 

suggestions provided to users to increase their pos-

sibility of selecting suggestions in navigation. 

StateFarm distracted driver detection8: to 

4 For more information, visit: 

https://www.kaggle.com/c/donorschoose-application-screening 
5 For more information, visit: 

https://www.kaggle.com/c/spooky-author-identification 
6 For more information, visit: 

https://www.kaggle.com/c/instacart-market-basket-analysis 
7 For more information, visit: 

https://www.kaggle.com/c/outbrain-click-prediction 
8 For more information, visit: 

https://www.kaggle.com/c/state-farm-distracted-driver-detectio

n 

solve this challenge, a method is proposed to detect 

distracted drivers from their own images when 

driving a vehicle. Its purpose is to detect these driv-

ers through computer vision technology so that they 

can send out corresponding alarms. The dataset 

contains approximately 22,400 images, each linked 

to a label in 10 possible categories (normal driving, 

telephone conversation, drinking, turning on the 

radio, makeup). 

In particular, it is worth noting that there are 

different ways to construct tag datasets in different 

projects. In some cases, experts or minimum quali-

fied personnel (Quora, StateFarm) are required to 

carry out explicit work of labeling. In other cases, 

labels are generated automatically or 

semi-automatically by checking historical data 

(DonorsChoice) or crossing data with other infor-

mation sources (IADB). 

Social Sciences and communication may ben-

efit more from certain types of ML tasks. These 

examples are far from exhaustive: 

Emotional analysis: through this analysis, the 

text information is related to some kind of inten-

tionality (positive/negative, political tendency, de-

ception or toxicity, etc.). Different studies have ex-

plored the application of this analysis in different 

fields: citizen judgment[5], tourism[6], gender bias[7], 

social media[8], political trends[9,10], etc. 

Keyword extraction: given a text, find and 

extract the key terms. Some applications include 

public opinion analysis tools[8], Twitter speech 

analysis[11], news classification[12], etc. 

Image analysis: for example, it is used to infer 

the dynamics of population and economic activities 

from satellite images[13], socio-economic strata[14], 

crime and crime risk detection[15]. 

In this regard, it is worth noting that the Spanish 

Society for Natural Language Processing (SEPLN) 

has carried out its work through seminars such as 

TASS[16]. 

4. Conclusion

From the above examples, we can see that there 

are many potential applications of computational 

learning technology in the field of social science and 

communication. In general, from the perspective of 
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data with quality labels and an excellent professional 

team, the possibility of quality model based on data 

and almost any knowledge field is very high. The 

author believes that the factors restricting the suc-

cess and feasibility of these models are a series of 

factors related to organizational ability and the rigor 

of process methods. In these areas, the following are 

the key: 

Purpose of task definition and prediction 

model: the degree of specificity of the prediction 

model is the first contributing factor to the effective 

use of the model. For example, if we want to gener-

ate a model that detects unsafe driving patterns, we 

need to define what is an unsafe driving demonstra-

tion and what parameters we use to describe it. If we 

need a model to detect which social network users 

have the greatest impact on other users, we need to 

define indicators to measure this impact. Increas-

ingly, these definitions are implicitly implement-

ed by providing a tagged dataset (see Quora’s chal-

lenge example, the previous name). This process 

simplifies the task of defining itself, but increases 

the project cost because of the marking process. In 

most cases, this degree of concretization cannot be 

achieved immediately at the beginning of the pro-

ject, because it may be based on the intuition of ex-

perts or people familiar with the field (i.e. “I have an 

intuition that most opinions are put forward by a few 

people”), but we are not sure how to parameterize it. 

It is important to be aware of this and propose the 

project iteratively in order to materialize in the 

gradually raised questions and assumptions. Initially, 

through exploratory analysis of these data, we can 

determine the problem according to our under-

standing of the data, and gradually produce evidence 

about the prediction level that can be achieved by the 

automatic model, which can be realized from a small 

number of data. Otherwise, we may invest dispro-

portionate resources to generate data sets with labels, 

which do not fully answer our questions, and only 

generate prediction models that we do not know how 

to interpret their output, and so on. 

Availability and cost of data acquisition and 

tagging: as mentioned above, without high-quality 

data, it is difficult to establish a useful prediction 

model. The availability of such data and its repair 

cost is a factor that needs to be evaluated at the be-

ginning of the project. Specifically, this task needs 

to be performed if data collection is dependent on a 

third party (i.e., because the data is stored in another 

organization, and protocols or access rights are re-

quired, or simply because communication with the 

data administrator fails). In many cases, the cost of 

acquiring and tagging data may account for a large 

part of project funds and eventually make it infeasi-

ble. 

Multidisciplinary team building: effective 

multi-disciplinary is also essential for successful 

application data analysis projects. However, mul-

ti-disciplinary is difficult to achieve, which depends 

on the background and culture of each specialty and 

knowledge area in the project. Usually, in order to 

solve such problems, a team needs: (1) experts from 

the field of the project (sociology, criminology, pol-

itics, biology, etc.), who may have different levels of 

experience to provide insights and interpret results, 

and can play a role in data collection and manage-

ment; (2) scientists and data engineers who have the 

ability to generate models and interpret them to-

gether with domain experts and generate statistical 

evidence, so as to make decisions on the evolution of 

models and data acquisition equipment; (3) com-

puter engineers to integrate systems and support 

other research products (web applications, mobile 

applications, servers). It is essential that everyone on 

the team be sensitive and get involved in other peo-

ple’s areas of knowledge. That means experts in this 

field must acquire statistical concepts and at least 

understand the process of deriving genetic ran 

models from the above data. On the other hand, data 

scientists and engineers must understand the princi-

ples of the field they are studying. The purpose is to 

have a common language so that the standards and 

decisions of the project, even if made independently, 

can be understood by all members, so as to 

avoid being regarded as a black box. At the begin-

ning of any project, it is essential to evaluate these 

aspects through honest analysis of team communi-

cation skills. The communication factor seems in-

significant, but it is complex in terms of its compo-

sition and must be monitored during the 

implementation of any project. 
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Establish performance indicators: perfor-

mance indicators objectify the usefulness of model 

output and ultimately enable us to make decisions on 

data collection, model generation, result analysis and 

other processes. There are two types of performance 

indicators: performance indicators that directly 

measure and predict the performance of the model 

(i.e. predict the success rate of the next product that 

customers will buy), and those indicators that 

measure the impact on the overall goal pursued 

(i.e. by using a model to predict what econom-

ic benefits do I get when I use a model to predict that 

the next customer will buy products with an 87% 

success rate). Both measurement types need to be 

aligned, and in many cases, their definitions are also 

iteratively built in ML projects. It is important to 

realize that we have the definition level of perfor-

mance indicators at every moment. At the beginning 

of the project, we may have an incomplete intuition 

on how to measure the performance of the model and 

its impact on the project. This view is normal, but 

specific targets need to be set to adjust these indi-

cators. Similarly, although this factor seems insig-

nificant, few projects start with a very specific defi-

nition of these indicators and knowledge is growing. 

Calculate the availability and cost of infra-

structure: this factor also includes storage, compu-

ting, and communications infrastructure (i.e., trans-

ferring several gigabytes of data sets from one place 

to another), whether in the cloud or locally. 

In short, it is the integration management of 

these aspects that ultimately determines the success 

of ML project. Today, technology enables us to de-

velop prediction systems with amazing or unimagi-

nable results a few years ago. The systems and 

methods related to artificial intelligence (especially 

those related to computational learning) are basically 

statistical systems that use data in a very specific 

way. These systems themselves do not discover 

patterns, nor do they detect any objects in any view 

or image in the text. The operation must be guid-

ed by careful design of data sets and experiments. 

The practical use of these systems will depend on 

our ability to determine in sufficient detail what we 

want from them, and whether we have and coordi-

nate the necessary resources, including data (possi-

bly labels) and professionals from various disci-

plines working in a common and agreed language. 
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