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ABSTRACT 

 This paper introduces a natural interface for the movement of PA10 industrial robot and the implementation of its 

system. In order to evaluate the availability of these interfaces and the difference between the trajectory input by using 

its own development method and the trajectory executed by the robot, the mathematical model of PA10 robot is 

preliminarily established, and its motion is simulated in unity 3D graphics engine. Subsequently, the leap motion 

capture device is added as the main element of the natural interface, and tracks the movement of the user’s palm during 

the execution of various trajectories of the simulation software and the actual robot. The results show that the tracking 

error between the expected trajectory and the actual trajectory of PA10 robot is very small. 
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1. Introduction

In recent years, theft has played a representative role in the de-

velopment of different fields serving mankind[1]. Considering their pre-

cision, accuracy, rapidity and consistency in different environments, 

they show the highest level of performance and quality in operation, and 

allow them to be brought to other environments to maintain their above 

quality[2,3]. In particular, it works in industry[4] (casting, welding, loading 

and unloading materials), at home[5] (cleaning, maintenance, accom-

panying), in the military environment[6] (detection, elimination of risk 

factors, transportation, loading materials on aggressive land, security 

and attack systems) and in medicine. There are opportunities to integrate 

these advantages into this environment and use them to promote medical 

practice[7]. Mainly, their work in this environment focuses on the assis-

tance of surgery, diagnosis, scanning and other activities[8], which enable 

doctors to improve their ability to move and scan the body cavity that 

cannot be accessed by hands[9]. These qualities provide great advantages 

in many types of surgery, including laparoscopic surgery[10,11]. It is de-

fined as the most important one in this field. It is realized through a 

series of small holes in the abdomen, in which the instruments required 

for surgery (such as endoscopy, forceps and scissors) are introduced[12]. 

However, in most cases, these robotic auxiliary devices require a 

physical feedback structure between the machine and the operator in 

their components, in which the tasks of displaying the working area and 

operating the instrument can be performed through a set of issued drive 

commands[13]. 

One of the biggest difficulties is due to the complexity of its 

mane-jo, which produces opposite results in the learning process and m- 
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akes it scattered and slow[14], which is directly pro-

portional to the complexity of the robot. This re-

quires new alternatives for managing these assis-

tants[15]. 

In the past few years, Cauca University and its 

industrial automation research group have developed a 

series of APLI research projects, each of which in-

volves building coaches in a simulated virtual envi-

ronment and replicating some types of surgery in the 

virtual environment. In order to further explore this 

topic, this paper shows the operation of PA10 robot, 

which is used in various surgical experiments and 

moves through natural interface. These experiments 

were conducted at the University of Malaga in Spain. 

This article is divided into the following parts. 

The overall design of the system is preliminarily shown. 

Then, the mathematical modeling of the internal func-

tion of the free arm, the principle of gesture recognition 

algorithm and its integration with joint motion control 

are given. Finally, the test results directly carried out on 

PA10 robot are given. 

2. Methodology

A natural interface consists of a series of ele-

ments that are allowed to be used in some applica-

tions. In this case, choose your own design and im-

plementation for the developed application as 

shown below. 

2.1. Overall system design 

The system consists of two main units, which 

constitute the function of the robot (Figure 1). The 

first unit, called the hardware unit, consists of a 

physical structure or mechanical arm, a power sup-

ply, a control computer, a mushroom emergency 

device, and a motion capture device (in this case, a 

commercial jumping motion device). On the other 

hand, the second unit (software unit) is composed of 

control algorithm, gesture recognition algorithm and 

three-dimensional animation software. 

Figure 1. The overall system design. 

2.2. Hardware unit 

Mitsubishi PA10 industrial robot (Figure 2) is 

used for this development. It is a joint arm with 

seven rotating joints, each composed of its own 

motor. 

Figure 2. Arm in industrial PA10 uses do. 

On the other hand, as a gesture capture device, 

there is a jumping motion (Figure 3). This com-

mercial device provides two encapsulated cameras 

used as sensors to detect and track hand and finger 

movements. 
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Figure 3. Motion capture device. 

The described devices belonging to hardware 

units are interconnected and concentrated on a 

computer with control software. 

2.3. Software unit 

It consists of three basic elements, as 

shown below. 

2.4. Gesture recognition 

It’s an algorithm for interpreting, detecting and 

recognizing gestures in three-dimensional space. In 

this case, during the execution of the motion or task 

of the control algorithm, the Cartesian position of the 

right palm is used as the position of the robot end 

effector, where the motion area is limited by the 

jumping motion (about 61cm3[16]) and the workspace 

of the articulated arm PA10. This development is 

carried out under the operation of the local devel-

opment library, which is developed for different ides 

(programming). 

2.5. Control algorithm 

It consists of the mathematical model of motion 

control and the motion control board of each joint. 

Figure 4 shows a representation of the internal op-

eration of the move to (red perimeter) algorithm. 

Firstly, the motion or work instructions provided by 

the exposed gesture recognition algorithm are input, 

and then the mathematical model is input, which 

provides a motion cup for the operation of software 

animated robot and actual physical structure. 

Figure 4. Working principle of algorithm control. 

In both cases, since the input signal is located in 

the workspace of the articulated robot, there is no 

scaling between slogans. If unexpected movements 

(such as sliding, falling, etc.) occur within the sam-

pling range of the input trajectory or outside the 

workspace, the control algorithm does not consider 

these movements and stops when its operating limit 

is reached. In addition, the robot system has an 

emergency mushroom, which will activate the brake 

of each motor when necessary. 

The mathematical model of motion control is as 

follows. 

2.6. Mathematical model 

The structure of the seven joints or seven de-

grees of freedom industrial robot PA10 produced by 

Mitsubishi is shown in Figure 5. 

Figure 5. Diagra ma cine matica del RO BOT 

PA-10[12]. 
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Through the analysis of the shafts and joints of 

Dombre and Khalil described[17], the geometric pa-

rameter table (Table 1) is obtained. It should be 

clarified that in the above parameter table, due to the 

distance RL8 shown in the above figure (Figure 5), 

the eighth joint is located between the joint axis 7 

and the end of the terminal organ. 

Table 1. Geometric parameter PA-10[12] 
j 𝝈j 𝜶j dj Θj rj 

1 0 0 0 q1 0 

2 0 –90 0 q2 0 

3 0 90 0 q3 RL3 

4 0 –90 0 q4 0 

5 0 90 0 q5 RL5 

6 0 –90 0 q6 0 

7 0 90 0 q7 RL7 

8 0 0 0 0 RL8 

(Source: self-compiled). 

Where j represents the number of joints ana-

lyzed, σj is the joint type (the value of rotating joint 

is 0 or the value of prism is 1), αj and θj depend on 

the rotation angle of joint or rotating joint, dj and rj 

refer to the distance between joint axes or the dis-

placement of prism joint[18,19]. 

With the help of robot modeling software Sy-

moro and robot speed table (Table 1), the dynamic 

model (MDD, MDI: direct and reverse dynamic 

model) and geometric model (MGD, MGI: direct 

and reverse geometric model) of PA-10 robot are 

established. The dynamic model will be used to 

simulate and control the robot, while the geometric 

model is used to verify the motion of the mechanism 

joints. In particular, the inverse geometric model 

predicts the angle at which each joint must be posi-

tioned to the desired Cartesian position. These an-

gles are: 

q1, q2, q3, q4, q5 and q6 are joint variables of 

each joint of robot PA10 in response to the motion 

command input to system. On the other hand, the 

variables xc, yc, zc, xm, ym and zm represent the 

Cartesian positions of the elbow (joint 3) and wrist 

(joint 4), while the variables xd, yd and zd are co-

ordinates corresponding to the required value or 

input, in this case indicated by motion. 

2.7. Animation software 

In the visual studio 2017 compiler, user inter-

face applications for virtual and physical prototype 

operations are built in unity 3D graphics develop-

ment engine using C# programming language. In 

order to start the work of the interface (Figure 6), 

there is a button to start and end the data acquisition 

of the gesture capture device, which will be reflected 

in the three-dimensional simulation and the actual 

arm. It should be clarified that the motion is carried 

out in both physical prototype and virtual prototype. 

Figure 6. User interface (Source: self-compiled). 

2.8. T2 system operation 

First, the user places the gesture capture device 

on the flat plate for jumping movement, then exe-

cutes the motion signal in front of the device with his 

right hand, and generates a working slogan, as 

shown in Figure 7. 
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Figure 7. Initial motion capture (Source: 

self-compiled). 

Then, this command is input into the control 

algorithm, which is responsible for providing cups in 

response to each joint motor to perform the required 

motion. This activity will be copied from beginning 

to end until the user presses the emergency mush-

room button or the end button in the built user in-

terface. The physical structure and virtual represen-

tation are initially located in the location shown in 

Figure 8. 

Figure 8. Initial position of robot PA10 (Source: 

self-compiled). 

It should be clarified that in the motion of the 

physical structure, the motion axis changes, because 

as shown in Figure 9, the jumping motion and the 

axis of the physical structure are not in the same 

position. 

In order to track the robot during trajectory 

execution, system has a function that records the 

state of each joint of the robot and its end effector, 

and obtains data such as direction, Cartesian position 

of the end effector, angular position of each joint, etc. 

In this case, during the execution of each execution 

track, each position of the arm execution is recorded 

in real time. 

Figure 9. The Cartesian axis of jumping motion is 

related to the physical structure of PA10. 

3. Result

In the case of executing four three-dimensional 

motion commands (Figure 10–13), the following 

manipulation tests are carried out on the PA10 robot. 

These commands will be executed by the articulated 

arm by tracking the trajectory input by the robot end 

effector. 

Once the commands are input with the right 

hand, the trajectory of the robot arm in response to 

these commands can be obtained. The following 

figure shows the comparison of blue and red tracks. 
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Figure 10. Path 1, the comparison between the input path and the executed path. 

Figure 11. Path 2, the comparison between the input path and the executed path. 

Figure 12. Track 3, the comparison between the input track and the executed track. 
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Figure 13. Path 4, compare the input path with the executed path. 

Figure 14. The behavior of the error signal of these four trajectories. 

Figure 14 shows the Cartesian error for each of 

the four trajectories. It can be noted that, for example, 

when performing path 1 (Figure 10), the differ-

ence between the required signal and the obtained 

signal does not exceed 5 × 10-3m, and the average 

error of the four tests is 1.3 × 10-3m (slightly greater 

than 1mm). 

In addition, in Figure 15, the motion sequence 

performed by the actual arm during the execution of 

track 1 is given (Figure 10). The results show that 

the error obtained is mainly due to the jump accuracy 

of the device. In addition, the scaling factor between 

the input track and the execution track is a value that 

directly affects the performance and calculation of 

the error value. 
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Figure 15. The motion sequence of robot PA10 is used for the initial trajectory. 

4. Conclusion

This article shows a system that allows manip-

ulation of the PA10 robot through a natural interface. 

The mathematical model of the 7-DOF robot is es-

tablished, and its behavior is simulated by unity 3D 

graphics engine. As a natural interface, the leap mo-

tion device is used to read the movement of the us-

er’s hand relatively accurately. 

The test shows that there is a very good con-

sistency between the motion of the user’s hand, the 

motion of the simulated robot and the motion of the 

end organ of the actual PA10 robot. The quadratic 

error between the required input and the obtained 

trajectory is less than 10%. 

The future goal is to build an environ-

ment-friendly system, in which the human abdomen 

and its corresponding inlet holes are simulated to 

determine the potential of using natural interfaces at 

some stages of the surgical process. 
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