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ABSTRACT 

At present, unmanned aerial vehicles (UAVs) are widely used in various fields, and the management of UAVs is 
very important to solve the problems in the field of low-altitude safety. Due to the low flying height, small radar cross 
section, and inconspicuous characteristic signals of UAVs, the detection of UAVs based on video frames taken by fixed 
cameras cannot meet the existing requirements in terms of tracking speed and recognition accuracy. This paper proposes 
a multi-sensor fusion model. Firstly, the UAV target signal is improved by spatial filtering and improved Sobel operator 
edge detection algorithm, and then Gaussian filter is used to denoise, and finally the UAV small target is extracted based 
on the maximum inter-class variance method threshold segmentation algorithm. Experimental results show that this 
method can effectively enhance the UAV target signal in a complex environment, and the threshold segmentation 
method also has good adaptability, and can effectively screen UAVs under a complex sky background. 
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1. Introduction 
In recent years, a variety of birds, kites, especially unmanned aerial 

vehicles (UAVs), and other moving objects in the air frequently appear, 
making the environment at a low altitude increasingly complex. 
This brings security risks and threats to power transmission lines, 
communication facilities and special areas that are exposed outdoors for 
a long time. Therefore, the detection and tracking of UAVs under the 
sky background is an urgent problem to be solved to ensure safety at low 
altitude[1]. When a UAV is flying in the sky, its flying altitude is low, the 
radar cross section (RCS) is small, and the flying speed is slow. Driv-
en by a battery-powered motor, UAVs’ infrared characteristics are not 
obvious. The maximum effective signal range can be up to 5–7 km, 
which makes the sound characteristics and wireless communication 
signals not obvious during long-distance flight[2,3]. The characteristic of 
the use of UAVs and the characteristics of their flying targets 
have brought great challenges to the prevention and control of illegal 
activities of UAVs. 

At present, the existing detection methods for small moving objects 
in a low altitude range are mainly based on target detection of video 
frames shot by a fixed camera. Although this method is easy to install 
and easy to operate, it still has two limitations. 1) The fixed camera has a 
limited field of view, and there is often a tracking loss problem for 
moving objects, that is, moving objects move out of the monitoring 
range. 2) As the target object is small, the real-time target detection 
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cannot meet the requirements, and the accuracy of 
the traditional segmentation algorithm is poor and 
prone to misidentification. Therefore, in order to 
improve the monitoring range of the detection sys-
tem and the accuracy of target segmentation, this 
paper aims to carry out real-time detection and 
monitoring of UAVs under the sky back-
ground based on multi-sensor information fusion 
combined with machine vision and other methods. 
This method has the advantages of flexible operation, 
high efficiency and low environmental requirements, 
which is beneficial to solve the practical application 
problems in the field of low altitude safety. 

The remainder of this paper is organized as 
follows. In the second chapter, a multisensory in-
formation fusion model is proposed to obtain the 
multi-dimensional characteristic information of a 
small moving target in the sky background, espe-
cially the video images containing the target. In the 
third chapter, an improved gradient detection and 
threshold segmentation algorithm are pro-
posed based on the video images to obtain the pos-
sible UAV targets in the images. In the fourth chapter, 
the model and method proposed in this paper are 
verified by building an experimental platform. 

2. Information fusion to find targets 
2.1 Multi-sensor information fusion 
scheme 

Through the fusion of multi-source detection 
information, the limitation of a single sensor can be 
made up. The information acquired by multiple 
sensors has redundancy, which can improve the ac-
curacy of the description of target characteristics, 
and prevent the influence of partial information 
missing or error on the decision-making of the whole 
system. The information obtained by multiple sen-
sors is complimentary at the same time, which en-
riches the information of different characteristics of 
the target, effectively improves the recognition abil-
ity of the system, and extends the coverage of time 
and space. 

When a single sensor detects the UAV target, it 
often has some shortcomings such as low accuracy, 
poor real-time performance and weak an-
ti-interference ability. For example, when detecting 

UAV targets, radar can get the distance, direction, 
speed and other information of targets in the low 
altitude range, but it cannot distinguish birds, bal-
loons and other targets. Photoelectric equipment can 
get the appearance information of the target to dis-
tinguish UAVs, but it cannot meet the requirements 
of large-scale and long-distance monitoring at the 
same time, making it difficult to capture the picture 
of the suspicious target. Radio frequency (RF) and 
audio detection equipment are easily interfered 
with by the surrounding environment, and the de-
tection distance is short. Through analysis and ex-
perimental tests, this paper adopts the fusion method 
which is mainly composed of photoelectric equip-
ment and radar information and assisted by RF sig-
nals[4–6]. In the case of ensuring the accuracy of 
characteristic information acquisition, the detection 
coverage and real-time performance are improved. 
After the fusion, the information basically meets the 
necessary conditions for the determination of UAV 
target invasion. 

Based on the multi-source information fusion 
theory, this paper proposes a multiple sensor infor-
mation fusion method for linkage control of target 
detection radar and photoelectric equipment, namely 
the radar equipment continuously scans low-altitude 
targets within a range, and captures the basic char-
acteristics of suspicious targets of illegal invasion in 
real time, including distance, height, direction and 
speed. When the radar observes the appearance of a 
small target in the sky, it first transmits its distance, 
direction and other information to the control center; 
if there is a suspected UAV target, the control center 
will be included in the list to be detected according 
to the distance of the suspicious target; otherwise, 
the radar will continue to scan and monitor. 

According to the radar, the control center pro-
vides information such as the distance and direction 
of the target in the list to be detected, rotates the 
Pan-Tilt of the photoelectric device, adjusts the di-
rection angle and pitch angle, and the photoelectric 
device performs zoom and focus at the same time to 
obtain an image containing suspicious targets. Radio 
frequency (RF) detection equipment begins to detect 
the suspicious target and the RF signal in the sur-
rounding area, and judges whether there is a drone 
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intrusion based on the image information and 
communication signals[7]. 

When multiple sensors work at the same time, 
registration is required first, including time registra-
tion and space registration. For time registration, 
generally speaking, the working cycle of radar is 
relatively long and the response time of other 
equipment is relatively short, so the embodiment of 
the present invention follows the radar time as the 
standard. For spatial registration, the spatial coor-
dinate systems of different sensing devices are dif-
ferent, and information fusion can only be carried 
out after the coordinate systems are registered. 
Based on the Euler Angle, the coordinates of dif-
ferent devices are converted to improve the accuracy 
of target information matching (as shown in Figure 
1). 

 

Figure 1. Coordinate system transformation. 

Take radar equipment and photoelectric 
Pan-Tilt equipment as an example. If the 
three-dimensional space coordinate systems of the 
two equipment are respectively 𝑂𝑂1𝑋𝑋1𝑌𝑌1𝑍𝑍1  and 
𝑂𝑂2𝑋𝑋2𝑌𝑌2𝑍𝑍2, according to the order of rotation around 
𝑂𝑂1𝑍𝑍1 , 𝑂𝑂1𝑌𝑌1  and 𝑂𝑂1𝑋𝑋1 , the Euler angles corre-
sponding to X, Y and Z axes are respectively 𝜀𝜀𝑥𝑥, 𝜀𝜀𝑦𝑦, 
𝜀𝜀𝑧𝑧, and their corresponding rotation matrices 𝑀𝑀𝑥𝑥, 
𝑀𝑀𝑦𝑦, 𝑀𝑀𝑧𝑧 are respectively:  

 

(1) 

 (2) 

 (3) 
Then the coordinate transformation equation 

from the radar coordinate system to the photoelec-
tric equipment coordinate system is: 

�
𝑥𝑥𝐴𝐴
𝑦𝑦𝐴𝐴
𝑧𝑧𝐴𝐴
� = 𝑀𝑀𝑥𝑥𝑀𝑀𝑦𝑦𝑀𝑀𝑧𝑧 �

𝑥𝑥𝐵𝐵
𝑦𝑦𝐵𝐵
𝑧𝑧𝐵𝐵
� = 𝑀𝑀 �

𝑥𝑥𝐵𝐵
𝑦𝑦𝐵𝐵
𝑧𝑧𝐵𝐵
� 

(4) 
Generally speaking, after the equipment is 

aligned in the same direction during installation, 
there is little difference between the rotation angle 
of radar and photoelectric equipment. When the 
value of 𝜀𝜀𝑥𝑥, 𝜀𝜀𝑦𝑦, 𝜀𝜀𝑧𝑧 is relatively small, the coordi-
nate transformation formula can be simplified as: 

�
𝑥𝑥𝐴𝐴
𝑦𝑦𝐴𝐴
𝑧𝑧𝐴𝐴
� = 𝑀𝑀 �

𝑥𝑥𝐵𝐵
𝑦𝑦𝐵𝐵
𝑧𝑧𝐵𝐵
� = �

1 𝜀𝜀𝑧𝑧 −𝜀𝜀𝑦𝑦
−𝜀𝜀𝑧𝑧 1 𝜀𝜀𝑥𝑥
𝜀𝜀𝑦𝑦 −𝜀𝜀𝑥𝑥 1

� �
𝑥𝑥𝐵𝐵
𝑦𝑦𝐵𝐵
𝑧𝑧𝐵𝐵
� 

(5) 
After registering information such as the coor-

dinates of different detection sources, based on 
the basic fusion theory of information fusion such 
as the basic decision level, characteristic level, and 
data level, this paper uses a hybrid structure model 
to detect small UAV targets under the sky back-
ground. The model is shown in Figure 2. 

The multi sensors first detect the invasion of 
small targets of UAVs, then obtain the position, 
speed and other information through the radar sensor, 
and then obtain the picture and communication sig-
nal containing a suspicious target through photoe-
lectric equipment and radio frequency detector. Fi-
nally, the system decides whether there is an 
invasion of UAVs. 
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Figure 2. UAV detection fusion structure model. 

The decision-making process of anti-UAV 
low-altitude defense is similar to the mul-
ti-characteristic attribute decision-making problem. 
It is a process to evaluate the threat degree of the 
target by using various characteristics of the target 
and different characteristics. When the system starts 
to work, the UAV target that is suspected of illegal 
intrusion is detected as 𝑥𝑥𝑖𝑖 ∈ {𝑥𝑥1, 𝑥𝑥2, . . . , 𝑥𝑥𝑛𝑛}, and a 
decision is made whether to interfere with the target. 
The judgment basis is that m characteristic attributes 
𝑄𝑄𝑖𝑖 ∈ {𝑄𝑄1,𝑄𝑄2, . . . ,𝑄𝑄𝑚𝑚}  of each target are obtained 
through information fusion. Generally, in the judg-
ment process of UAVs, 𝑄𝑄1,𝑄𝑄2, . . . ,𝑄𝑄𝑚𝑚 respectively 
represent the distance, height, speed, appearance and 
other characteristics of the suspicious target, and 
each attribute is independent of the other. By estab-
lishing the relationship between the attribute and the 
decision, the best result is selected to decide whether 
to implement countermeasures by interfering with 
the equipment. At present, the vast majority of UAVs 
show similar characteristics in the operation process, 
with a flight height between 100–500 m, and a 
movement speed between 3–15 m/s. According to 
the height characteristic 𝑄𝑄1 and velocity character-
istic 𝑄𝑄2 of the target obtained by the radar, filter out 
the target 𝑥𝑥𝑖𝑖 ∈ {𝑥𝑥1, 𝑥𝑥2, . . . , 𝑥𝑥𝑡𝑡} whose value is in the 
range of 100 < 𝑞𝑞1 < 500, 3 < 𝑞𝑞2 < 15 , and the 
target is used as the list of targets to be detected. 
Then, the threat degree of the target is judged ac-
cording to the distance 𝑄𝑄3 and orientation charac-
teristics 𝑄𝑄4  of the target, and the appearance in-
formation of the target is obtained by adjusting the 
orientation angle, pitch angle and zoom ratio of the 

photoelectric equipment according to the threat de-
gree. 

2.2 Analysis of UAV target character-
istics 

This paper analyzes the video and image in-
formation of a large number of small UAV targets 
under the sky background by shooting and observes 
that the basic characteristics of small targets’ shape, 
size and average gray level are different from the 
main interference such as noise and cloud edges. 
This lays the foundation for the detection and ex-
traction of small targets. 

2.2.1 Morphological scale characteris-
tics 

In the case of remote detection by photoelec-
tric equipment, the size of UAVs is generally less 
than 50×50 (in 1920×1080 resolution image), and 
the proportion of target diagonal in the whole image 
is generally less than 3%. In addition, beyond the 
horizontal range of 500–800 m, the morphological 
characteristics of UAVs such as propeller 
and bracket are not obvious, so characteristic detec-
tion and characteristic matching do not have wide 
applicability. 

2.2.2 Area signal-to-noise ratio 
The regional grayscale signal-to-noise ratio is 

used to reflect the relationship between the signal 
intensity of the target area and the surrounding area, 
reflecting the signal intensity of the target in the 
specified area in the grayscale image. Generally 
speaking, the larger area signal-to-noise ratio (SNR) 
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is, the more obvious the target in the region is and 
the less difficult it is to be segmented. The SNR 
gain is the ratio of the SNR of the output and input 
images, which is used to reflect the effectiveness of 
the algorithm. The higher the SNR gain, the better 
the effect of the algorithm on background suppres-
sion and target enhancement. 

 

(6) 

 

(7) 
Note: 
𝑆𝑆/𝑁𝑁: local signal-to-noise ratio; 
(𝑆𝑆/𝑁𝑁)𝐺𝐺: signal-to-noise ratio gain; 
𝐺𝐺𝑡𝑡: the gray average value of the pixels in the 

target area; 
𝐺𝐺𝑏𝑏: the gray average value of the pixel points 

in the background area; 
𝑠𝑠𝑠𝑠𝑠𝑠 : the standard deviation of gray value 

within the region. 

2.2.3 Directional gradient characteristic 
The directional gradient characteristic in the 

image is a local characteristic. For high-resolution 
images, the direct extraction of characteristics re-
quires a large amount of calculation, with poor ef-
fect and non-obvious characteristics. Combine with 
the image pyramid to calculate the directional gra-
dient characteristics of small UAV targets and 
cloud background interference: 

𝐹𝐹(𝑥𝑥,𝑦𝑦) = �𝐺𝐺𝐺𝐺𝑎𝑎𝑥𝑥2 + 𝐺𝐺𝐺𝐺𝑎𝑎𝑦𝑦2 

(8) 

𝛼𝛼(𝑥𝑥, 𝑦𝑦) = | 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 �
𝐺𝐺𝐺𝐺𝑎𝑎𝑦𝑦
𝐺𝐺𝐺𝐺𝑎𝑎𝑥𝑥

� | ∈ [0,
𝜋𝜋
2

) 

(9) 
Note: 
𝐹𝐹(𝑥𝑥,𝑦𝑦): the amplitude of the gradient; 
𝛼𝛼(𝑥𝑥, 𝑦𝑦): the direction of the gradient; 

𝐺𝐺𝐺𝐺𝑎𝑎𝑥𝑥, 𝐺𝐺𝐺𝐺𝑎𝑎𝑦𝑦: the gradient values in x and y 
directions calculated by the operator.  

In the same image, there is a certain differ-
ence between the gradient characteristics of the 
small target and the background. The magnitude of 
the gradient is larger, and the gray value changes 
more than the surrounding environment; the value 
of the gradient direction is generally left, right, and 
horizontal, simultaneously with the change in the 
vertical gradient. The gradient characteristics 
of background interference are often gradual, with 
relatively small amplitude, and it usually shows that 
the value change in one direction is greater than the 
other. The difference is shown in Figure 3. 

 

Figure 3. Differences in gradient characteris-
tics between the UAV and background. 

3. Visual segmentation of moving 
small targets 
3.1 Improved Sobel operator gradient 
detection 

The gray value of a UAV target changes obvi-
ously in the image. The extraction of gradient char-
acteristics can effectively enhance the target signal. 
The traditional Sobel discrete difference operator is 
often used for image gradient extraction, which uses 
the convolution block to calculate the gray differ-
ence of 8 pixels around the pixel point to obtain the 
edge characteristics of the target. In this paper, an 
improved operator is proposed based on the tradi-
tional algorithm, which increases the sensitivity of 
the operator to the horizontal and longitudinal edges 
respectively, expands the detection range of pixels, 
and reduces the influence of UAV morphological 
pores on the target signal. 
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Figure 4. Schematic diagram of the improved Sobel 
operator. 

The pixel value in the 5×5 range around a cer-
tain pixel is: 

 

Figure 5. 5×5 pixel grid number. 

Lateral gradient detection formula is: 

𝐺𝐺𝐺𝐺𝑎𝑎𝑥𝑥

=

⎝

⎜
⎛

0 0 0 0 0
0 −1 0 1 0
−1 −2 0 2 1
0 −1 0 1 0
0 0 0 0 0⎠

⎟
⎞

⎝

⎜
⎛

𝐺𝐺1 𝐺𝐺2 𝐺𝐺3 𝐺𝐺4 𝐺𝐺5
𝐺𝐺6 𝐺𝐺7 𝐺𝐺8 𝐺𝐺9 𝐺𝐺10
𝐺𝐺11 𝐺𝐺12 𝐺𝐺13 𝐺𝐺14 𝐺𝐺15
𝐺𝐺16 𝐺𝐺17 𝐺𝐺18 𝐺𝐺19 𝐺𝐺20
𝐺𝐺21 𝐺𝐺22 𝐺𝐺23 𝐺𝐺24 𝐺𝐺25⎠

⎟
⎞

 

= (2𝐺𝐺14 + 𝐺𝐺9 + 𝐺𝐺15 + 𝐺𝐺19) − (2𝐺𝐺12 + 𝐺𝐺7 + 𝐺𝐺11 + 𝐺𝐺17)     

(10)  
Longitudinal gradient detection formula: 

𝐺𝐺𝐺𝐺𝐺𝐺𝑦𝑦 = (2𝐺𝐺18 + 𝐺𝐺17 + 𝐺𝐺19 + 𝐺𝐺23) − (2𝐺𝐺8 + 𝐺𝐺3
+ 𝐺𝐺7 + 𝐺𝐺9) 

(11) 
The gradient value of the final image is: 

𝐺𝐺𝐺𝐺𝐺𝐺 = |𝐺𝐺𝐺𝐺𝐺𝐺𝑥𝑥| + �𝐺𝐺𝐺𝐺𝐺𝐺𝑦𝑦� 

(12) 

3.2 Small target signal enhancement 
algorithm based on morphology oper-
ation 

The edge detection algorithm of Sobel operator 
can effectively enhance the small target signal of 
UAVs, and the background interference of large 
area and high brightness cloud can also be partially 
suppressed. In order to further reduce the interfer-
ence of noise and gradient edge information, this 
paper introduces methods such as spatial domain 
filtering and morphological language to improve the 
signal strength of small targets. 

First, convert the input RGB image into a 
grayscale image, and then use a bilateral filter to 
smooth the background[8]. Compared with the 
Gaussian filter, the kernel function of the bilateral 
filter not only considers the geometric distance be-
tween pixels, but also determines the weight value 
according to the gray difference of surrounding 
pixels. When the change of the image gray level is 
not obvious, the weight of the filter is mainly de-
termined by the Euclidean distance between pixels, 
and the effect is similar to Gaussian blur. In the 
edge region where the gray value of the image 
changes greatly, the similarity of the gray level is 
small, and the pixel range within the range plays a 
leading role, which preserves the gradient infor-
mation of the image. The output gray value in 
the bilateral filter is a weighted combination of sur-
rounding gray values: 

 

(13) 
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(14) 
Note: 
𝑔𝑔(𝑥𝑥,𝑦𝑦): the gray output value of center point 

coordinates; 
𝑓𝑓(𝑥𝑥,𝑦𝑦): the gray input value of the coordinate 

of the center point; 
𝜔𝜔(𝑥𝑥,𝑦𝑦, 𝑖𝑖, 𝑗𝑗): gray scale weight value of coor-

dinate pixel points (𝑖𝑖, 𝑗𝑗); 
𝜎𝜎𝑑𝑑: the standard deviation of the weight value 

in the spatial domain; 
𝜎𝜎𝑟𝑟 : the standard deviation of the weighted 

value in the range. 
After the bilateral filtering, part of the 

high-frequency noise is removed effectively, and 
the gradient characteristics of the image are retained. 
Then, the improved Sobel operator is used to ex-
tract the image gradient characteristics, and the 
contour range of the small UAV target is obtained. 
Then, a Gaussian filter is used to reduce the noise 
generated during the gradient detection. 

At this time, the background interference of 
the image is partially suppressed and the dim target 
signal is effectively enhanced. However, there are 
still some narrow highlights at the edge of the cloud, 
and there are also some undetected parts of UAVs 
such as pores and gullies. This article introduces the 
morphological transformation operation, and first 
performs an etching operation on the image, and the 
narrow gullies and slender necks generated on the 
edges of large areas of clouds will be removed. 
Then the closing operation is carried out to elimi-
nate small holes in the UAV target and to fill in the 
possible breaks between the rotor and the fuse-
lage[8,9]. The basis of morphological operation is to 
define a structural unit B to operate on set A. 

The corrosion of B to A is defined as: 
𝐴𝐴𝐴𝐴𝐴𝐴 = {𝑧𝑧|(𝐵𝐵)𝑧𝑧 ⊆ 𝐴𝐴} 

(15) 
The expansion of B against A is defined as: 

𝐴𝐴⊕ 𝐵𝐵 = {𝑧𝑧|(𝐵𝐵
∧

)𝑧𝑧 ∩ 𝐴𝐴 ≠ ∅} 

(16) 

 
Figure 6. Spatial filtering and morphological image 
processing flow. 

The closed operation of B on A is defined as: 

𝐴𝐴 • 𝐵𝐵 = (𝐴𝐴⊕ 𝐵𝐵)𝛩𝛩𝛩𝛩 

(17) 
The structural unit B used for corrosion and 

expansion in this paper is a 3×3 matrix, and the 
structural element used for closed operation is a 
25×25 elliptical kernel with an anchor point at the 
center. The above-mentioned spatial filtering, gra-
dient extraction, and morphological transformation 
are sequentially performed on the input image to 
improve the signal-to-noise ratio of the image. 

3.3 Target extraction method of adap-
tive threshold 

Image segmentation is a process of dividing 
the image into several different regions according to 
different characteristics, so that the similarity within 
each region is maximized and the similarity be-
tween different regions is minimized. Threshold 
segmentation is the simplest method of gray image 
segmentation. When the average gray value of 
the background and the target is obviously different, 
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using threshold segmentation has a good effect. 

 

(18) 
The maximum inter-class variance method[10,11], 

also known as the Otsu’s method, is an unsuper-
vised calculation method, which is often used to 
select the threshold value of a gray image. The 
principle is to traverse all gray values, and then 
calculate the variances between the classes, where 
the threshold t corresponding to the maximum s 
value is what is required: 

𝑠𝑠(𝑡𝑡) = 𝜆𝜆0 × 𝜆𝜆1 × (𝑢𝑢0 − 𝑢𝑢1)2
1

√2𝜋𝜋𝜎𝜎
𝑒𝑒𝑒𝑒𝑒𝑒(

−
(𝑡𝑡 − 𝑣𝑣𝑡𝑡)2

2𝜎𝜎2
) 

(19) 
Note: 
𝜆𝜆0: the proportion of the background region to 

the pixel points after segmentation by the threshold 
t; 

𝜆𝜆1: the proportion of the target region to the 
pixel points after segmentation; 

𝑢𝑢0: the average gray value of the background 
area after segmentation; 

𝑢𝑢1: the average gray value of the target area 
after segmentation. 

If there is a significant target in the grayscale 
image obtained after the preliminary processing, the 
idea of the Otsu’s method can be used for segmen-
tation. In this paper, the image complexity parame-
ter θ is introduced as the evaluation standard, and it 
is considered that the pixel point of the grayscale 
value v > 5 in the image is an effective pixel point 
n0, which accounts for θ of all pixel points in the 
total image. According to the size characteristics of 
the small UAV target in the image, when θ > 0.3%, 
it is considered that there may be a UAV target. 
Since the main purpose of segmentation is to sepa-
rate the UAV target from some background inter-
ference, only the effective pixels will be calculated 
during the calculation of the threshold. 

In the processed grayscale image, the UAV 
target area is more obvious due to its gradient char-

acteristics, and its grayscale value is larger in the 
image, and the value of the target area is not much 
different. Based on the characteristics of the gray 
value of the target area in each gray image, this pa-
per considers that the most likely threshold is about 
the gray value vt of the 40×40 (1920×1080 resolu-
tion image). Gaussian distribution is introduced to 
adjust the calculation formula of the maximum var-
iance between Otsu classes[12]: 

𝑠𝑠(𝑡𝑡) = 𝜆𝜆0 × 𝜆𝜆1 × (𝑢𝑢0 − 𝑢𝑢1)2
1

√2𝜋𝜋𝜎𝜎
𝑒𝑒𝑒𝑒𝑒𝑒(

−
(𝑡𝑡 − 𝑣𝑣𝑡𝑡)2

2𝜎𝜎2
) 

(20) 
In Equation (20), Gaussian distribution is used 

to integrate the area size characteristics of UAVs in 
the image into the calculation of the maximum var-
iance of interclass. After comparing and analyzing 
the images, the mean value vt is determined by the 
small target size of the drone observed by the pho-
toelectric equipment, and the variance σ is inversely 
proportional to the image complexity θ. When 
the background in the image is cleaner, the com-
plexity is smaller, indicating that the effect of early 
image processing is more obvious, the Otsu’s 
method is less difficult to segment, and the variance 
value setting is relatively large. When there are 
many effective pixel points in the image and 
the background is complex, the variance value is 
relatively small. The small target size of the UAV 
plays a leading role in segmentation, so as to pre-
vent the threshold setting from being too low and 
resulting in poor segmentation effect. 

4. Discussion 
The UAV detection method under the complex 

sky background requires real-time monitoring of 
small targets in the low altitude range. When an 
unknown moving object appears in the low altitude 
range, the system needs to obtain information of its 
distance, direction and height, and rotate the pearly 
head of the photoelectric equipment to obtain its 
appearance and morphological characteristics. In 
order to verify the effectiveness of the method pre-
sented in this paper, an experimental verification 
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platform is built to detect UAV targets in the 
sky background. 

The experimental site was set up at a certain 
experimental base in Wuhan. The surrounding en-
vironment includes lakes, communities, and bridges, 
and the interference signal is relatively complicated. 
Drones were used and took off from different dis-
tances to make intrusion or escape movement. The 
radar captures the target’s location, altitude, speed 
and other information, and the target radar map is 
obtained; and then the target and movement char-
acteristics of the drone are used to screen out the 
possible drones. The target point, the UAV intrusion 
detection equipment building platform is shown in 
the Figure 7. 

 
Figure 7. UAV intrusion detection equip-
ment building platform. 

After obtaining the video picture containing 
the suspicious target, in order to verify the detection 
and segmentation effect of the algorithm on small 
targets of UAVs, this paper conducted a lot of ex-
periments in different environments. For the hard-
ware configuration used, the CPU is Intel(R) Core 
i7-8750, running memory RAM is 16 G. The ex-
periment is carried out with PYTHON and 
MATLAB under Windows10 (64-bit) system. 

In this paper, several typical small target flying 
images of UAVs are selected in different environ-
ments and imaging modes, and the background 
suppression effect of the algorithm proposed in this 
paper and the traditional Sobel operator are com-
pared. As shown in Figure 8, (a) is the visible light 

camera image of the drone target flying in the 
long-distance range, (b) is the image captured by 
the infrared camera in the night environment, (c) is 
the picture obtained by the high-power laser sup-
plement light equipment in the poor lighting envi-
ronment. The four pictures in each group are the 
original picture, the three-dimensional effect grid of 
the original grayscale image, the grid calculated by 
the Sobel operator, and the grid processed by the 
overall algorithm of this article. The red box indi-
cates the position of the small drone target in the 
image. 

In order to further reflect the effect of the pro-
posed algorithm on background suppression and 
significant small target enhancement, regional SNR 
and SNR gain are introduced for comparative veri-
fication. The higher the regional SNR is, the more 
significant the small target signal is. The larger the 
SNR gain is, the better the enhancement effect of 
the processing algorithm to the small target signal is. 
Table 1 compares the effects of using the traditional 
Sobel operator with the algorithm of this paper. Std 
is the standard deviation of the gray value in 
the background area, (S/N)in and (S/N)out respec-
tively represent the signal-to-noise ratio of the input 
and output images respectively, and (S/N)G1 repre-
sents the signal-to-noise ratio gain. From the data in 
the table, it can be seen that through the improve-
ment of Sobel operator, spatial filtering and 
graphics transformation, the image signal-to-noise 
ratio has been significantly improved, and the per-
formance of small targets is more significant, laying 
the foundation for target threshold segmentation. 

The adaptive threshold segmentation method 
has a good adaptive effect to changing environ-
mental conditions. Generally speaking, after the 
spatial filtering process of the RGB camera imaging, 
the complexity of the background is low, with less 
interference, and low calculated threshold; but 
when the threshold is used for the image after the 
infrared image and the high-power laser equipment 
fill light, the segmentation effect is often poor.  
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(a) 

 
(b) 

 
(c) 

Figure 8. Comparison of effect between traditional gradient detection and the proposed algorithm. 

Table 1. Comparison of signal-noise data between traditional gradient detection and the proposed algorithm 
 The input image Traditional Sobel operators Algorithm of this paper 

 stdin (S/N)in stdout1 (S/N)out1 (S/N)G1 stdout2 (S/R)out2 (S/N)G2 

Scene a 26.73 1.08 5.49 33.27 30.81 3.03 58.08 53.78 

Scene b 26.78 1.01 2.74 40.14 39.74 1.51 54.97 54.43 

Scene c 10.30 0.18 5.58 5.91 32.83 2.63 10.41 57.83 

 
As shown in Figure 9, under the conditions of 

infrared camera imaging, (a) is the original image, 
where the red box represents the location of the 
drone target; (b) is the filtered gray image, where 
the red box represents the target area to be seg-
mented; (c) is the effect of segmentation by using 
the threshold value calculated from the grayscale 
image of the RGB camera. The threshold value 
is better in the segmentation effect of the RGB 

camera. The red box is the target area, and the yel-
low box represents some mis-segmented areas. (d) 
is the threshold value calculated by the adaptive 
threshold segmentation algorithm for segmentation, 
and the red box is the target area. It can be seen that 
the adaptive threshold segmentation algorithm also 
has a better segmentation effect for changing envi-
ronments. 
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Figure 9. Comparison of the threshold segmenta-
tion effect. 

5. Discussion 
Aiming at the detection and segmentation of 

small UAV targets under complex sky background, 
this paper first proposes a multi-sensor information 
fusion model, which uses radar and photoelectric 
equipment to obtain the image and other character-
istic information of the target in the sky; then it uses 
spatial filtering and gradient extraction and other 
operations to suppress the signal strength of 
the background noise and improve the sig-
nal-to-noise ratio of the target area. Finally, based 
on the Otsu’s threshold segmentation algorithm, a 
segmentation method suitable for small UAV tar-
gets under the sky background is proposed. Exper-
iments show that the spatial filtering-related opera-
tions can effectively enhance the small target signal, 
and the output gray image reflects the gray differ-
ence between the target and the background. In 
complex changing environments such as RGB 
camera imaging, infrared camera imaging, and 
high-power laser fill light, the threshold segmenta-
tion method also has good adaptability and has a 
good effect on the extraction of target regions in 
grayscale images. The research on the detection and 
segmentation technology of UAV small targets pro-
vides a detection basis for the prevention of UAV 
surveillance and low-altitude protection. It has im-
portant value in the military field and air defense in 
key areas. 
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