
Journal of Autonomous Intelligence (2022) Volume 5 Issue 2. 
doi: 10.32629/jai.v5i2.545 

24 

Review Article 
Fog Computing: Applications, Challenges, and Opportunities 

Rajanikanth Aluvalu1*, Lakshmi Muddana2, V Uma Maheswari1, Krishna Keerthi Channam3, Swapna 
Mudrakola4, MD Sirajuddin5, CVR Syavasya2  

1 Chaitanya Bharathi Institute of Technology, Hyderabad 500075, India 
2 School of Technology, GITAM, Hyderabad 502329, India 
3 Vasavi College of Engineering, Hyderabad 500031, India 
4 Matrusri College of Engineering, Hyderabad 500059, India 
5 VIT, Vijayawada 522002, India 

ABSTRACT 

Cloud computing, is a widely accepted utility computing model. All the application processing takes place in the 
cloud data center managed by the cloud service provider. This includes network latency and delays in processing. Each 
time the application is executed, data has to be transported from node to the cloud. This will increase network traffic 
and is practically not feasible to transport data from node to remote cloud server and back. Fog computing, a new 
paradigm of cloud computing will help in overcoming this challenge. In fog computing technology, the data processing 
tasks are executed at the node level either completely or partially, which highly increases the speed of responses. Also, 
it reduces latency, processing costs, and bandwidth problems, and improves the efficiency of customer driver services 
with better response time. Fog is highly useful in locations where network connectivity is an issue because fog has a 
separate protocol suite that will support weak network connections. In this article, the various parameters of the fog 
computing paradigm such as challenges, application, and opportunities are studied and presented. 
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1. Introduction 
Cloud computing is a computing model that becomes apparent to 

make computing resources obtainable as paid services. Even though it is 
continuously developing to satisfy the increasing resource demands, it 
has a few boundaries and the most dominant one is the large dis-
tance between the cloud data centers and target users, which imposes the 
delay issue, particularly for real-time businesses like live video 
streaming, or latency-essential programs such as calamity tracking 
structures. To handle these challenges fog computing is encouraging 
problem-solving solutions for cloud computing which will act as an 
extension that provides networking resources and analytical services to 
the end users. Fog computing is the word first coined by CISCO in 2012, 
that enhances cloud services by providing processing and storage ca-
pabilities near the data sources rather than transporting data centers. The 
fog computing paradigm enhances the cloud services to meet the re-
quirements of a huge amount of data generated by end-user devices. 
Table 1 shows the cloud and fog computing parameters. This computing 
paradigm is not an alternative for cloud computing but serves as an 
extension to the cloud to provide low latency for real-time services. The 
google trend graph is shown in Figure 1. 
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Figure 1. Worldwide popularity of the term “fog computing” on google trends. 

Table 1. Comparisons of the parameters of cloud and fog computing[1] 
Cloud computing and fog computing comparison 

Parameters Cloud computing Fog computing 

Server nodes location Within the Internet At the edge of the network 

Client and server distance Multiple hops Single/multiple hops 

Latency High Low 

Delay Jitter high Very low 

Security Less secure, undefined More secure, can be defined 

Awareness about location No Yes 

Vulnerability High probability Very low probability 

Geographical distribution Centralized Dense and distributed 

Number of server nodes Few Very large 

Realtime transactions Supported Supported 

Connectivity Leased line Wireless 

Mobility Limited support Supported 
 

2. Related studies 
The architecture of the fog computing network: 

to control entire data storage requires large networks 
in cloud computing with IoT. There are few chal-
lenges in cloud computing like latency, lagging in 
communication between IoT devices and cloud data. 
To overcome this, fog computing is introduced in 
IoT architecture. Fog computing is introduced be-
tween cloud and the IOT devices and introduced by 
Bonomi from Cisco first as shown in Figure 2[2]. 
Routers, gateways, base stations, servers of fog, 
access points and similar devices are called fog 
nodes. Fog nodes are situated at network edges with 
a hop distance from the end device. As we discussed, 
fog nodes are placed between cloud data storage and 
IoT devices[3] or end devices. Fog nodes are not 

dynamic; it undermines some of the “any-
time/anywhere” benefits of cloud computing, 
like bus stops in some areas. Fog nodes’ main con-
cern is to give services to IoT devices and transfer 
the data, store the data, or compute the data that may 
not be permanent. IP networks are activated by the 
fog nodes and cloud data storage connections, 
communications and storage processing capabilities. 
Series of nodes receive data from IoT devices in 
real-time and compute the architecture. The data 
will be received from nodes in millisecond response 
time. The fog architecture needs more computing 
capabilities and speed for connecting IoT[4]. 

Fog computing in the network connecting 
nodes straight gives the records to nodes. The main 
advantage of fog computing is to send the data 
quickly to nodes. Fog computing is placed under the 
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physical layer in the architecture. Fog computing 
layers need to connect physical gadgets and trans-
form the data. Virtualization[5] is supported by fog 
computing, with fog nodes connecting to more IoT 
devices under virtual node support. Edge devices are 
linked with a fog computing layer with a centralized 
cloud computing layer. The fog computing layer 
can be used in various domains like smart cities by 
covering huge geographical areas with large IoT 
networks and connected to cloud data storage with 
the help of centralized control. Fog nodes are stated 
in smart cities[6] in different places like subways, bus 
stops, cell towers, roads, signals, govern-
ment buildings, shopping malls or can be placed in 
houses or small shops. The nodes in the IoT domain[7] 
are between edge to edge or fog to fog or fog to edge 
or fog to cloud nodes. For example, communica-
tion between fog nodes uses wireless sensor net-
works or local area networks or 5g for internet 
connection. The major disadvantage is that the 
method is costly and takes so much time.  

Fog computing gives better security and is easy 
to access with fog nodes, and they can join or leave 
the network easily at any time. Developing the fog is 
easy. It requires the correct tool to run the machines 
as per the requirement of clients. Data analysis is 
done locally, leading to low latency[8] by using 
less bandwidth for round trip time, helping to make 
quick decisions with low latency and avoiding ac-
cidents. Data can be accessed locally and transferred 
to the cloud for further processing. Another disad-
vantage of fog nodes is high power consumption[9]. 
Fog computing is related to hardware costs[10] 
compared with cloud and edge computing. Primary 
issues of fog computing are security, privacy and 
middle man attacks.  

Fog computing is required to maintain the 
server nodes in very large sizes[11]. In fog computing, 
nodes must be placed in server nodes to the local 
network edge. Fog servers[12] must be deployed at 
fixed locations where the possibility of failures in the 
system and natural calamities will destroy the fog 

servers. The fog layer cannot be placed at the com-
putational place, which leads to a lack of security. 
Fog is required to place gateway devices to connect 
fog to clouds, which is costly. Fog consumes more 
power, and it is difficult for scheduling to transfer 
from devices to fog nodes and vice versa. Fog 
computing design can vary from one architecture to 
another because there is no fixed architecture design 
for fog computing.  

Big data[13] classification is purely dependent 
on the cloud data for pre- and post-processing. In fog, 
the big data methods are pre-processed initially with 
various devices. The processed data is transferred to 
the cloud for future post-processing. Less number of 
resource properties is used in fog devices to compile 
the big data applications on fog.  

Another issue in fog architecture is limited re-
sources than cloud. Fog clusters are being used to 
process huge data to execute big data applications. 
Various frameworks use various architectures with 
different layers in the architecture[14], and discuss the 
usage of sequential learning algorithms in the big 
data analysis architecture framework in fog compu-
ting. This framework had the disadvantage of the 
regular speed of computing nodes without thinking 
of memory access times. The service-oriented ar-
chitecture framework is developed with dynamic 
time warping and clinical speech processing chain 
algorithms that may not be able to achieve the 
speech complexity analysis to identify accuracy in 
speech disorder[15]. Homomorphic encryption is 
applied in the framework of health and wellness 
applications in the research of Kocabas et al.[16], but 
distributed fog computing is unavailable. The in-
centive mechanism is not applied in distributed re-
source sharing scheme[17], which applies the hybrid 
alternating direction method of multipliers algorithm 
for sharing and allocating resources in the frame-
work. Another main issue is the security and privacy 
concerns of E-learning architecture with a cloud 
framework that uses distributed hash tables and 
machine learning algorithms[18].  
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Figure 2. The fog computing architecture.  

3. Challenges in fog computing 
The following characteristics of fog computing 

pose many challenges: 1) heterogeneity in terms of 
the range of devices with varying capabilities, 2) 
communication in the network may be wired or 
wireless with varying speeds, 3) mobility of devices, 
4) location awareness, 5) geographic distribution of 
devices, 6) distributed nature of computing, 7) lim-
ited capabilities of processing nodes. In addition to 
the issues inherited from the cloud, the above char-
acteristics of fog bring some more challenges in 
terms of security, resource management, data and 
network management, etc. 

Security and privacy. Fog computing has 
created a new dilemma of security and priva-
cy-related issues due to its notable characteristics of 
distribution, heterogeneity, mobility, and limited 
resources. As fog devices have limited capabilities, 
it would be difficult to execute a full suite of security 
solutions. As fog nodes are near end-users, protec-
tion and surveillance are relatively weak and in-
crease the probability of attacks.  

In addition, fog will be an attractive target to 
many attacks due to its ability to obtain sensitive 

data from both IoT devices and the cloud. 
Following are the security and privacy chal-

lenges of fog computing and the methods to over-
come the threats.  

 Authentication issues: fog services are 
offered at a large scale to end-users. Fog 
services can be from different parties like a 
cloud service provider, internet service 
provider and other parties. This flexibility 
complicates authentication and trust issues. 
Hence the conventional password-based 
user authentication may not ensure the 
identity of users. It is proposed to 
use biometric smart card user authentica-
tion to protect fog environment. 

 Data consistency in the cloud can be 
achieved by coordinating with the cloud 
servers where the cloud is deployed. But it 
is more complex in a fog environment. 
Data replication is used to find the best 
storage locations for data replicas. It is 
necessary to coordinate with the back-end 
cloud servers, fog nodes that cached data 
replicas and client devices to ensure strong 
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consistency. But this may deteriorate the 
write performance. Strategies are proposed 
to select the right number of replicas and 
locations for faster data access and replica 
synchronization[19]. 

 Forgery: the attackers imitate their iden-
tities to deceive victims by generating fake 
information. This attack decreases the 
network performance by consuming en-
ergy, storage, and bandwidth due to the 
fake data packets. Hong et al.[20] suggested 
a privacy-preserving authentication 
scheme CLAS that provides access control 
for addressing the forgery attack.  

 Tampering: the attackers modify, delay, 
or drop the transmitted data over the net-
work to degrade and disrupt the perfor-
mance and efficiency of fog computing. 
Liang et al.[21] suggested a reliable trust 
computing mechanism (RTCM) based on 
fog computing. The solution aims to pro-
vide a high level of integrity for the data in 
a fog environment. 

 Sybil uses fake identities to control and 
compromise fog nodes. It generates fake 
crowd-sensing reports and can expose the 
user’s personal information. Alwakeel[22] 
suggested a Sybil attack detection mecha-
nism for the cloud computing environment 
that also could be used with fog compu-
ting. 

 Jamming: wireless technology was 
viewed as the main factor responsible for 
the insecurity of the internet. Sniffing, 
spoofing, jamming, etc., are said to be the 
various attacks that could significantly 
affect fog computing between the fog 
nodes and the centralized devices. 
Mukherjee et al.[23] proposed data privacy 
and security through identity obstruction 
techniques. It was achieved by making 
fake nodes at various fog connections in 
conjunction with fake documents to make 
them look legitimate and implicitly make 
the unauthorized user download fake 
documents. An unauthorized user’s system 

is used to locate the Mac address of the 
system and eventually send the content to 
the regional cloud to block more requests 
and to be able to evaluate the location of 
the authorized user. 

 Denial-of-Service (DoS) attack floods the 
fog nodes with many fake requests to make 
them unavailable for legitimate users. DoS 
consumes network resources such 
as bandwidth and battery, decreasing fog 
performance. Priyadarshini and Barik[24] 
proposed novel source-based DDoS miti-
gating schemes that could be employed 
in both fog and cloud computing scenarios 
to eliminate these attacks. It deploys the 
DDoS defender module, which works on a 
machine learning-based detection method, 
present at the SDN controller. This scheme 
uses the network traffic data to analyze, 
predict, and filter incoming data to send 
the filtered legitimate packets to the server 
and block the rest. 

 Collusion: two or more groups collude 
together to trick, cheat, or mislead a group 
of fog nodes or acquire legal advantages. 
Yaseen et al.[25] proposed a model for de-
tecting collusion attacks in IoT environ-
ments. The fog-based model can be used 
for real-time monitoring of possible col-
lusion attacks in IoT environments. Fur-
thermore, the paper added a soft-
ware-defined system (SDS) layer that 
offers a high degree of flexibility for con-
figuring fog nodes. This SDS layer can 
collect different types of data and detect 
attacks. The proposed model migrates the 
overhead to fog nodes, which are more 
powerful and reliable. 

 Man-in-the-middle: the attacker secretly 
relays and possibly alters the communica-
tions between the nodes without discloser 
to legitimate users. Aliyu et al.[26] investi-
gated the possibility of applying an Intru-
sion Detection System (IDS) and Intrusion 
Prevention System (IPS) for Man in the 
Middle (MitM) attack using IDS nodes. 
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Special nodes, known as IDS nodes, were 
introduced to the system to ensure reduced 
latency. Each IDS node interrogates fog 
nodes one-hop away and analyzes their 
response in terms of content, context, and 
arrival time. 

 Impersonation: an attack in which the 
attacker behaves like a legitimate user or 
genuine server that offers fake or mali-
cious services to legitimate users. Tu et 
al.[27] proposed an algorithm for imper-
sonation detection. The Q-learning algo-
rithm is used to find the optimal test 
threshold value in an impersonation attack.  

Resource management. Fog nodes like routers 
access points or edge devices have very limited 
computational and storage capacity. They can be 
easily overloaded with a large amount of data pro-
duced by IoT. The fog resources can be broadly 
classified into 1) computation resources like the 
processors and memory, 2) storage resources like 
hard drives and flash devices, 3) communication 
resources like communication links and intermediate 
devices, and 4) power or energy resources like 
cooling devices and UPS. 

A fog computing platform requires fog servers 
and data storage facilities near end-users to acceler-
ate the processing. I characterize fog network 1) 
limited resource capabilities, 2) resource heteroge-
neity, 3) dynamic nature, and 4) unpredictable fog 
environment. These characteristics pose challenges 
in resource management and maintenance. Fog 
nodes require adequate storage and computational 
capabilities for completing the tasks. Resource 
management aims to reduce overall energy con-
sumption, latency, and communication cost. As fog 
devices are geographically located, it is hard to map 
user tasks to appropriate nodes with enough re-
sources. 

Approaches for resource management include 1) 
application placement, 2) resource allocation, 3) 
workload balance, 4) resource provisioning, 5) task 
scheduling, and 6) quality of service.  

4. Resource allocation methodolo-
gies  

1) Data flow architectures. The classification is 
made based on the direction of data flow. Major 
models include a) aggregation, b) sharing, and c) 
offloading.  

2) Control architectures. The classification 
is based on control modes like centralized and dis-
tributed. 

3) Tenancy architectures. This classification 
is based on resource sharing and virtualizations 
which can be a) discovery based: these algorithms 
try to find out the complete set of computing re-
sources available in the edge framework. This is 
done based on the different protocols, including 
handshaking and messaging protocols. Security 
concerns of new devices joining the framework is a 
concern. b) Computing performance benchmark: 
these algorithms compute performance benchmarks 
primarily concerning power requirements, CPU and 
memory performance of edge processors. c) 
Load balancing: the tasks distributed should be suf-
ficiently load balanced to gain maximum system 
efficiency. d) Placement based: identification of the 
appropriate resource for executing a task. Such al-
locations can be dynamic as well as static. 

Resource allocation issues are different in cloud 
and fog computing environments. Considering ser-
vice priority and fairness, there is a need to effi-
ciently assign many geographically dispersed het-
erogeneous fog nodes to compete IoT services with 
different QoS requirements. There are two ap-
proaches to resource allocation—auction-based and 
optimization. The auction-based resource allocation 
method is a market-based pricing approach that 
provides supply and demand fog nodes for bidding 
and then sells fog nodes to the highest bidders. Both 
IoT users and fog vendors are working to enhance 
their utilities through the right resource allocation 
methods in the market. In the optimization method, 
the resource allocation is modelled as a double 
match problem, so the cloud server and fog node are 
combined for IoT users. The fog node and IoT users 
are coupled to cloud servers.  

Table 2 shows the challenges in resource 
management and the methods proposed by some 
researchers to overcome the challenge.  
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Table 2. Challenges in resource management and the methods to overcome the challenge 
Challenges in re-

source management 
Description Method to overcome the challenge 

Resource allocation 
issues[28] 

The resource allocation prob-
lem of the fog computing net-
work is formulated as a double 
matching problem—the cloud 
server and fog node are com-
bined for the IoT user, and the 
fog node and the IoT user are 
combined for the cloud server. 

Jia et al.[28] proposed the definition of cost efficiency, 
which can be used in the preference analysis among 
cloud data centers, fog nodes and users. Then, based 
on the cost efficiency, a double-matching strategy was 
developed based on deferred acceptance algorithm 
(DA-DMS). 
Using the DA-DMS strategy, the three participants 
could achieve stable results that each participant 
cannot change its paired partner unilaterally for more 
cost-efficiency. Numerical results showed that high 
cost-efficiency performance could be achieved by 
adopting the DADMS strategy. 

Resource management 
problem in online fog 
computing systems[29] 

Dynamic, online offloading 
scheme for delay-sensitive 

tasks 

Alenizi and Rana[29] proposed a dynamic offloading 
threshold that allows a fog node to adjust its threshold 
dynamically, combining two efficient and effective 
algorithms: Dynamic Task Scheduling (DTS) and 
Dynamic Energy Control (DEC). 

Load balancing[30] Due to high loads and high 
energy consumption, blocking 

requests affect the latency.  

Da Silva and da Fonseca[30] proposed Gaussian Pro-
cess Regression for Fog-Cloud Allocation (GPRFCA) 
mechanism to answer where to run the tasks of an 
application. The infrastructure considered is com-
posed of a fog layer and the cloud. Users submit re-
quests to the fog nodes, and the workload can be 
executed in the fog, in the cloud or partially executed 
in the fog and the cloud. The GPRFCA mechanism 
decides where to schedule a workload to be pro-
cessed, considering the resource availability and the 
latency overhead. 

Latency and energy 
consumption[31] 

Improving the performance and 
decreasing the latency and en-

ergy consumption  

Mijuskovic et al.[31] proposed a feedback-based op-
timized fuzzy scheduling algorithm. The architecture 
introduces fuzzy-based scheduling. The client pro-
duces the ratings of VMs, and the server produces 
effective results using the proposed algorithm. 
The proposed methodology (FOFSA) has been tested 
with iFogSim. It is compared with the different ex-
isting dynamic algorithms and proves that it is an 
effective scheduling strategy and improves the QoS 
parameters. It also reduces the power consumption, 
execution time and improves the makespan of the 
system.  

Resource utilization[32] Placement of application mod-
ules 

Taneja and Davy[32] presented a module mapping 
algorithm for efficiently utilizing resources in the 
network infrastructure by efficiently deploying ap-
plication modules in fog-cloud infrastructure for 
IoT-based applications. 

Resource allocation[33] Intelligent resource allocation 
in residential buildings 

Javaid et al.[33] proposed a C2F2C-based framework 
for intelligent allocation of resources in the residential 
buildings. This framework is based on three layers 
where consumers’ requests have been considered 
constant for every hour of a day. Simulation results 
show that the proposed technique outperformed the 
prior techniques. 
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5. Hardware and software issues 
5.1 Challenges in implementing fog 
nodes 

Fog computing brings computational facilities 
very near to cloud users. It effectively reduces the 
network traffic and the time taken for the users to 
access the cloud resources. However, introducing a 
fog layer that consists of an “n” number of fog 
nodes between the cloud user and the cloud servers’ 
results in various hardware and software challenges. 
The following subsections explain the hardware 
requirements for creating a fog node and discuss the 
hardware and software challenges in detail.  

Hardware issues. In 2017, OpenFog Consor-
tium Architecture Working Group released a white-
paper titled “OpenFog reference architecture for fog 
computing”, which intends to help the business 
leaders, system architecture, and software develop-
ers to create and maintain the fog nodes between the 
cloud user and cloud service providers[34]. Also, 
OpenFog RA elaborates the hardware and software 
components required to create a cost-effective fog 
model.  

To create an efficient fog layer, OpenFog RA 
proposes having one or more nodes be coupled with 
other components. However, while coupling the 
hardware components together to create a layer fog 
node, it has to provide robust mechanical support 
and protection for the internal components of the fog 
nodes. The fog nodes’ computational and storage 
space are comparatively less than the cloud servers. 
However, the cloud users expect to get a quick re-
sponse from the fog nodes as they get the response 
from the cloud servers. Also, to survive harsh con-
ditions and overloaded requests, the fog hardware 
should be robust and capable of managing any harsh 
situation. As per the OpenFog Reference Architec-
ture standards, a few hardware requirements of fog 
nodes are listed below.  

Protection from environmental factors. The 
prime objective of fog computing is to deploy the 
computational and storage resources near cloud us-
ers. For example, self-driving/autonomous vehicles 
use fog nodes to make quick decisions. Instead of 
using the cloud server, self-driving vehicles use fog 

nodes to reduce communication time. In some situ-
ations, considering the fast response, these fog nodes 
might be placed on any harsh environments, such as 
roads, railway tracks, underwater, and factory floors. 
In such conditions, the internal parts of the hardware 
of the fog nodes have to withstand and work per-
fectly. The hardware parts have to comply with the 
international safety and environmental responsibility 
standards, such as UL, LLC (Underwriters Labora-
tories – Limited Liability Corporation), CSA (Ca-
nadian Standard Association), and Waste Electrical 
and Electronic Equipment Regulation (WEEE) 
standards.  

According to the international standards, the 
maximum temperature (heating issues) for the fog 
nodes is set as follows:  

 The temperature of the fog node in com-
mercial applications can range from 0 ℃ 
to 70 ℃.  

 The temperature of the fog nodes used in 
industrial applications can range from 
40 ℃ to 85 ℃.  

 The temperature of the fog nodes used in 
military applications can range from 55 ℃ 
to 215 ℃.  

Also, in some scenarios, the fog nodes can be 
deployed in a very harsh environment where setting 
up an air exhaust is impossible. For example, air 
exhausts are not possible while deploying an un-
derwater fog node. The fog node should maintain the 
internal temperature even if it doesn’t have sufficient 
air exhausts. To maintain the temperature in the fog 
nodes, Tuli et al.[35] proposed an iThermoFog tech-
nique. It uses artificial intelligence (AI) and inte-
grated Internet of Things (IoT) devices to automat-
ically schedule the thermal profile of the fog nodes 
and cloud data centers (CDC). iThermoFog model 
uses a gaussian mixture model to derive the thermal 
characteristics and behaviours of the fog server. It is 
later used to schedule the tasks to the fog servers. 
Depending on the fog servers’ temperate, the tasks 
will be assigned. High computationally intensive 
tasks are assigned to the fog server, with less tem-
perature and vice versa.  

Heterogeneous hardware. Most of the 
large-scale cloud data centers (CDC) and cloud 
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servers in the world have homogenous hardware 
setup, i.e. the hardware used to build the cloud setup 
is of the same type, and they are centrally managed. 
However, it is not practically possible to have ho-
mogenous hardware setups in a hybrid cloud setup.  

On the other hand, a new hardware layer is in-
troduced between the cloud users and the cloud 
servers in fog computing. The fog nodes don’t need 
to have a homogenous hardware setup. The service 
providers may use hardware that different compa-
nies manufacture. An effective fog computing model 
should work efficiently with heterogeneous hard-
ware setups. Integrating heterogeneous computing 
resources in the fog node will increase resource ef-
ficiency and reduce computational energy usages. 
However, integrating and maintaining the hetero-
geneous fog nodes is challenging and still in devel-
opment. It is strongly believed that adopting heter-
ogeneous servers in fog computing might increase 
the complexity of maintaining the fog nodes among 
the research community. Zhang et al.[36] proposed a 
Hetero Fuzz model to detect the heterogeneous 
hardware platforms’ software applications. Also, to 
reduce the energy consumption of IoT devices and 
fog nodes, Wu et al.[37] proposed an energy-efficient 
scheduling algorithm using the Integer Linear Pro-
gramming (ILP) model.  

Limited scalability in fog nodes. Cloud 
computing is profound of unlimited scalability. The 
cloud data centers are enormously large. However, 
the fog nodes are comparatively small and have 
limited resource scalability. The fog framework in 
the service-oriented applications should support 
scalability at least inside the fog layers. A fog node 
should be allowed to access or use the nearby fog 
node’s resources without increasing the security 
vulnerability. The fog framework should support 
different network topologies to scale the resources, 
such as a tree, mesh, and bus topologies. In addition, 
the framework should also support elasticity, ena-
bling the service provider to extend the network to a 
new fog or cloud location or to remove a location 
from the network. 

Software issues in fog computing. Introduc-
ing a fog layer between the cloud user and the cloud 
service provider is a novel and most recent compu-

ting paradigm. To develop an efficient fog compu-
ting-based service-oriented application, the service 
providers requires a new programming model. De-
signing effective tools and frameworks for fog 
computing to build dynamically executable applica-
tions on diverse fog platforms is necessary. Some of 
the software issues that have to be addressed in the 
fog computing environment are listed below.  

Task scheduling in fog nodes. Unlike cloud 
data centers (CDC), the fog nodes have various 
challenges like heterogeneity, uncertainty in the 
resources and limited computational capacities. To 
overcome these issues and use the resources effi-
ciently and optimally, proper scheduling algorithms 
are required. Oueis et al.[38] proposed a dynamic 
scheduling algorithm by creating a cluster of fog 
nodes and balancing the workloads. According to the 
request raised by the cloud user, the dynamic 
scheduling algorithm allocates the computation re-
sources and dynamically organizes the clusters and 
fog nodes to serve upcoming requests. Intharawijitr 
et al.[39] came up with three strategies to minimize 
the latency and constraints to schedule the user’s 
request to the fog nodes. In the first method, the 
user’s request or tasks are randomly allocated to the 
nearby fog nodes. In the second method, the user’s 
tasks are allocated to the fog nodes with low latency. 
In the third method, the tasks are allocated so that the 
resources in the fog nodes are utilized to the maxi-
mum level. Depending on the situation and resource 
availability, the administrator will choose any task 
scheduling methods mentioned above.  

Migration. Migration is an important service 
offered by cloud service providers. It allows the data 
owner and the cloud users to transfer any critical 
services running on-premises to the cloud servers. 
Microsoft Azure, Google Cloud and Amazon AWS 
are the renowned cloud service providers that offer 
migration support to their users. Machen et al.[40] 
proposed a stateless and stateful migration method 
for fog environments. In the stateless migration 
method, the state of the live applications will not be 
moved. However, the request raised by the cloud 
users will be redirected to the next new server as a 
separate instance. On the other hand, in the stateful 
migration method, the state of the running applica-
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tion is stored.  
Privacy and security issues. Another im-

portant issue in creating a fog layer between the 
cloud user and the cloud data center is achieving 
secure and privacy-preserving computation in the 
fog nodes. It is mandated to achieve data privacy, 
user privacy and location privacy in fog computing 
to increase the trust among cloud users.  

Data privacy. Data privacy or information 
privacy protects users’ personal and sensitive data 
from those who don’t have access to it. One of the 

prime objectives of cloud computing is to provide a 
privacy-preserving computing service to cloud users. 
However, while introducing fog nodes as a middle 
layer, the users’ sensitive data are hopped between 
multiple fog nodes and cloud servers. It increases the 
vulnerability of sensitive data. To avoid these situa-
tions, privacy-preserving algorithms have to run and 
verify the integrity of the data on both fog nodes and 
the cloud storage. Some of the recent priva-
cy-preserving schemes are listed in Table 3.  

Table 3. Privacy-preserving schemes 
Schemes System model Issues dealt Algorithm used 

Hu et al.[41] A face identification and 
resolution framework 
for improving security 

and privacy in fog 
computing 

Confidentiality 
Integrity  

Availability 
Authentication  

AES symmetric key encryption 
SHA-1 algorithm 

Session key-based authentication 
mechanism  

Koo et al.[42]  A data deduplication 
scheme using dynamic 
ownership management 

in fog nodes 

Confidentiality 
Integrity  

Availability 
Authentication 

Storing duplicate data 
in fog nodes, i.e. data 

redundancy in fog 
nodes 

Ownership proof using merkle tree 
User-level key management and up-

date status 
Forward secrecy 

Shynu et al.[43] Secure data deduplica-
tion for integrated 

cloud-edge environment 

Confidentiality 
Authentication 

Storing duplicate data 
in fog and edge nodes  

Convergent key encryption 
Modified elliptic curve cryptography 

(MECC) algorithms 
SHA-512 hashing technique 

Du et al.[44] Renewable fog nodes 
and differential privacy 

query mode 

Confidentiality 
Integrity  

Availability 

Renewable fog nodes 
Differential privacy based query 

model 
Improved QMA model  

Huang et al.[45] Location-based fog 
computing 

Location privacy iden-
tification issues  

Identify privacy au-
thenticity 

Location-based encryption (LBE) 
scheme 

SHA-1 algorithm 
Cryptographic puzzle 

Yi et al.[46] Fog computing envi-
ronment with four enti-

ties, such as owner, 
cloud provider, fog 

node, and many users.  

Keyword privacy 
Data confidentiality 

Trapdoor unlinkability 

Online ABE techniques 
Secure index generation 
Searchable encryption 

 
User Privacy. Ensuring user privacy in fog 

computing is another important challenge for service 
providers. Most IoT devices and applications that 
require low latency results use fog services. When 
IoT devices use fog resources as processing units, 
there is a high possibility of user privacy leakage. 

The fog node maintained by the third-party entities 
may continuously monitor the user’s practice. For 
example, IoMT (Internet of Medical Things) used in 
hospitals may disclose various patient information 
and health conditions. Most IoMT devices use fog 
services to have a low latency result. However, some 
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third-party entities might manage these fog nodes, 
and they can misuse the information. Also, fog nodes 
are vulnerable against the man in the middle attack 
and may easily disclose user privacy[47]. For example, 
the malicious IoT data that enters the fog node can 
stay and analyze sensitive information generated by 
the other IoT devices. Malicious nodes can steal 
private information such as address location, and 
trajectories.  

Location privacy. Another important issue 
to be addressed in the fog computing environment is 
location privacy leakage. An IoT device or the ap-
plication that uses fog computing always com-
municates to its nearby fog node. Chiang[48] high-
lights the issues with location privacy in the fog 
environment and lists the challenges in achieving 
location privacy. Also, Kang et al.[49] provide secure 
communication and privacy preservation for an au-
tonomous vehicle in fog computing. It aims to ad-
dress the location privacy issues in the IoT.  

5.2 Artificial intelligence techniques in 
fog layers 

Artificial intelligence is a proven technology to 
solve complex problems, automate the process and 
decisions making. These are the key feature re-
quirement in cloud environment. The cloud stack 
consists of the cloud plane and fog plane in the cloud 
architecture. The computing takes place in cloud or 
fog layers. Fog layers’ responsibility is to acquire 
real-time data from sensors. Virtual sensors discover 
knowledge from the environment using agent con-
cepts. Data science concepts are used for the analysis 
of data, reduction of data, data visualization, filtering, 
classification of data. Patter mining is some of the 
operations that occur in the fog layer[50]. 

Physical layer/end device layer. Input for 
cloud computing can be from IoT devices to read 
real-time data. Data is collected through embedded 
systems, virtual sensors, user interfaces, and edge 
devices. Bio-sensors input, environment monitoring 
sensors, and smart devices are terminal or virtual 
devices for computing input in AI fog plane, as 
shown in Figure 3.  

 
Figure 3. Communication over internet among maliciouse and regular users.  

Fog communications. There are different 
types. Fog-to-cloud communication, fog-to-fog 
communication, and fog-to-things are the three 
communication processes, and the exchange of data 
occurs. The fog-to-cloud service communication 
will exchange service among cloud and fog. The 
cloud environment manages it. Cloud can talk to IoT 

devices through the fog-to-cloud/cloud-to-fog ex-
change information in the form of end-to-end service. 
Multiple clouds are established when we have huge 
cloud services. Multiple fog patches are built for 
storage services, multiple users, applications, and 
computation jobs, then fog-to-fog communication. 
The overall communication model is shown in 
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Figure 4[51]. 

 
Figure 4. Artificial intelligent in fog layer over the cloud environment. 

 
Figure 5. Different types of communication path among IoT devices, fog and cloud. 

AI in fog plane. Data is collected from differ-
ent fog input sources. The basic application analysis 
occurs on the fog plane, and results are updated to 
the cloud. The key advantages are that cloud 
switching will be no time, cloud traffic congestion 
can be reduced, security can be maintained locally, 
and local computation tasks can be performed in less 
time. The drawback in fog computing is that aggre-
gated values are maintained over the cloud. The 
identical content is maintained on the fog plane. The 
real-time data is stored on the fog storage device and 
analyzed to obtain the patterns. The artificial intel-
ligent concepts are applied to real-time data. The 

telehealth, IoT devices requirement for home need 
analysis, connected automated car, smart grids lay-
out, smart traffic signals, automated train, wireless 
sensor and actuator networks, decentralized 
smart building, health care system, software net-
works, IoT &cyber systems and mobile computing 
system are the applications of the real-time fog 
computing. 

Real-time data acquisition system and data 
reduction. The data from different input devices are 
analyzed and compressed using different algorithms 
for various applications. The sample applications are 
summarized in Table 4, along with the results. 
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Table 4. Real-time data in acquiring and compression algorithm 
Real-time data acquiring for different applications using artificial intelligence 

Author details Applica-
tion/industry 

Input 
source  

AI concepts Algorithm  Results  

Dubey et al.[52] Telehealth Wearable 
sensors  

Data analytics and 
data mining (Fea-
ture extractions) 

Data security  

Dynamic time 
warping, clinical 

speech processing 
chain, compression 

CLIP has 99% loss-
less compression. 
DWCP has 98% 

lossless compression 

Singh[53] Household 
energy man-

agement 

Smart me-
ters 

Pre-processing, 
pattern mining and 

classification 

FP—growth and 
Apriori algorithm. 

Cluster the 
time-stamps 

Requirements are 
identified to execute 

project 

Gia et al.[54] IoT healthcare 
monitoring 

Wearable 
medical 
sensors 

ECG feature ex-
traction 

Wavelet transfor-
mation and thresh-

old estimation 

93% data reduction, 
efficiency in band-

width and low laten-
cy 

Lynn et al.[55] Modern ma-
chine tools  

MT connect 
adapter 

Convert data into 
the frequency do-

main 

Data preprocessing 
and fast Fourier 

transform 

Manufacturing fre-
quency data analysis 

for accuracy 

 
Data Classification in fog plan. The AI, data 

classification methods, are used in the fog layer for 
security threat classification, fog route mapping and 
real-time traffic management, and applying deep 

learning concepts to provide security in 5G network. 
The summary of the classification algorithms used in 
the fog plan is shown in Table 5.  

Table 5. Data analytics in fog plane for classification algorithm 
AI classification used in fog plane 

Author 
details 

Applica-
tion/industry 

Input source  AI concepts Algorithm  Results  

Wang et 
al.[56] 

Fog plan  
Cloud plan 
Edge plan 

Audio  
Video 
Text  

Tensor-based 
big-data-driven 

routing 

Cluster-based routing 
method  

Location-based routing 
method 

Flat routing method 
Tensor-based routing 

method 

Tensor-based routing 
recommendation 

approach  

Gao et 
al.[57] 

Mobile–fog–
cloud structure 

Video/live 
streaming and 
ads dissemina-

tion 

Software-defined 
network and de-

lay-tolerable 
network (DTN) 

Hybrid data dissemination 
framework 

Success ratio de-
pends on delay rate 

Ahanger et 
al.[58] 

Medical health 
data classifi-

cation  

Health sensors 
collect patients 
health condi-

tion  

Data classifica-
tion  

Fuzzy c-means algorithm Data of subjects can 
be infected or not 
based on the class 
type of health data, 
location data, envi-
ronment data and 
metrological data 

 
Pattern mining of data in fog plan. The data 

captured on the fog plan are analyzed using various 
AI concepts to know the similarity among the data 

available on the storage system captured through IoT 
devices. The summary of patter mining concepts 
used for various applications is shown in Table 6. 
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Table 6. Data clustering using pattern mining in fog plane 
AI pattern mining used in fog plane 

Author 
details 

Applica-
tion/industry 

Input source  AI concepts Algorithm  Results  

Barik et 
al.[59] 

Cloud geographic 
information sys-

tems 

Vector data 
Graph data 

Roaster data  

Pattern mining  FogGIS framework Intelligence in a 
geospatial cloud 

environment 

Dhande[60] Health dept Healthcare input Data mining  Enhanced data 
mining dynamic 

replication 

Reduction of la-
tency 

Response time 
reduced  

Utility of storage  
Usage of network 

Pérez et 
al.[61] 

Traffic forecasting 
application 

Data distribution al-
gorithm & traffic 

modeling approach 

Deep learning 
and machine 

learning  

Conditional re-
stricted boltzmann 

machines 

Results show that 
data performance 
is more efficient 

in fog than in 
cloud 

 
Artificial intelligence using reinforcement 

learning in fog. The machine learning concepts are 
used in application development in predicting the 
next or future values. The prediction is based on the 
previous information lined up on the earlier values. 
There are three types of learning. Supervised learn-
ing is to classify the data based on the defined clas-
ses. Unsupervised learning is to classify the da-
ta based on the undefined classes. Finally, 

reinforcement learning is dynamic learning. The 
actions are taken based on the live environment. 
Decisions and protocols may change as per time. 
The real-time applications for reinforcement learn-
ing are self driving cars, automated industry, finance 
and trading, NLP learning, healthcare systems, 
recommendations of news, and real time advertising. 
Bidding is an example. 

Table 7. Reinforcement learning in fog plane 
Author 
details 

Applica-
tion/industry 

Input source  AI concepts Algorithm  Results  

Ning et 
al.[62] 

Vehicles communi-
cation using cloud 

Fog input nodes  Internet of 
vehicles  

Deep reinforcement 
learning in offloading 

redirection   

Energy requirement 
has decreased by 

60% 

Pandit et 
al.[63] 

Task scheduling  IoT sensors  Reinforcement 
learning  

Neural network in fog 
environment  

Reduces the cost of 
communication 

Sami and 
Mourad[6

4] 

Service placement  IoT input devices Deep learning 
and intelligent 
fog and service 

placement  

Markova decision 
process  

Improve the quality 
of service  

 
Empowering IoT through AI in fog plan. The 

Internet of Things is the programmable device used 
to capture the input data through sensors, physical 
equipment, and human wearable devices. The de-
vices are programmed with artificial intelligent 
concepts like searching, planning, robotics, and NLP, 
and computer vision concepts are used to develop 

software in the system[65]. The face detection and 
recognition application can use the CNN algorithm 
for an intelligent decision. The self-driving robot car 
uses CNN, SVM, and DNN AI algorithms used at 
the edge cloud computing devices. The 3D hand 
gestures recognition applications use the CNN AI 
algorithm, and image recognition or hand motor 
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devices[66]. The F-RAN (Fog radio access network) 
has been developed to work with different IoT de-
vices. The input type of data may be text, audio, 
video, images, etc., for higher bandwidth and low 
latency[67]. The artificial intelligence concept helps 
to bridge the gap between the fog layer and edge 
devices to improve the efficiency and performance 
of the cloud computing concepts through the fog 
layer. 

6. Applications of fog computing 
Key characteristics of fog computing like low 

latency, scalability supported by distributed compu-
ting, and resource utilization, bring many applica-
tions in various domains. 

 Autonomous vehicles: self-driving vehi-
cles produce a large amount of data to be 
processed and interpreted quickly based on 
traffic, presence of objects, driving condi-
tions, and climate. 

 Smart grids: data in the power distribution 
network is generated from many sensors. 
The remote data produced can be collected 
and processed in nearby fog nodes and 
then sent the filtered data to data centers 
for long storage. Energy networks use re-
al-time data for the efficient management 
of systems. Service providers and con-
sumers can monitor the data to control 
production, pricing, and consumption. 

 Smart buildings: commercial buildings are 
equipped with various sensors. Fog nodes 
analyze this data to monitor the building 
operations like parking space occupancy, 
and emergency alarms. 

 Real-time analytics: to detect irregularities 
in public places like parking, malls require 
real-time monitoring with strict low la-
tency to ensure safety and security. Sur-
veillance systems require low latency ser-
vices. Surveillance cameras can be 
processed in fog nodes to detect irregular-
ities immediately. 

 Augmented reality requires low latency 
and high information handling rate. A 
small delay in response damages user ex-

perience and content on the screen. This 
requires computer vision algorithms to 
process real-time video frames. 

 Cyber-physical systems consist of objects 
and processes to perform computations, 
communications and control systems. The 
devices sense, collect, send, and receive 
data that describe the system operations. 
The data is analyzed at fog nodes to make 
useful predictions. 

 Smart transport: on the internet of vehicles, 
each vehicle produces data like its speed 
and direction. This data is transmitted to 
other vehicles for smooth movement of 
traffic. 

 Agriculture and farming: precision agri-
culture uses sensors to monitor parameters 
like temperature, soil moisture, pests, and 
crop yield. This data can be analyzed lo-
cally in fog devices to give quick inputs to 
farmers to regulate water flow, control 
diseases and estimate crop yield. 

 Health care systems: smart healthcare 
systems use IoT devices that produce large 
and complex data. Fog computing can 
address the issues of latency, real-time 
response delays, emergency medical ser-
vices. Dastjerdi et al.[68] proposed 
FAST—a fog computing-based fall detec-
tion algorithm for stroke mitigation. 

 Caching: social network websites have a 
large volume of data to be processed. Such 
websites performance can be improved 
using network edge-specific knowledge to 
reduce time and space[69]. 

 Gaming applications are complex and rely 
on real-time processing. Fog computing is 
more appropriate for such applications. 

 Traffic control systems: with the increase 
in vehicles, an effective traffic system is 
necessary for cities characterized by heavy 
traffic and traffic congestion. A fog com-
puting platform can acquire, analyze and 
process local traffic data at traffic junc-
tions.  

 Video streaming systems: large quantity of 
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internet usage is due to video streaming. It 
demands greater bandwidth and low re-
sponse time. Fog computing can provide 
real-time communications and low laten-
cies. Chen et al.[70] provided a fog archi-
tecture that provides low latencies with the 
good video quality. 

 Linked vehicles: vehicular applications are 
compute-intensive and latency-sensitive. 
Computational resources of connected 
vehicles can act as fog nodes to address the 
latency constraints of the cloud and reduce 
traffic directed to the cloud. 

 Surveillance: surveillance systems in pub-
lic places operate 24/7, producing a large 

amount of data. Incidents concerning the 
safety and security of the public require 
faster data processing and quick responses. 
Fog-based surveillance systems can enable 
faster processing by localizing the data. 
Jain et al.[71] compared latency times of 
different scenarios. 

6.1 Potentials that provide opportuni-
ties for fog computing 

The major five potentials of fog computing will 
show the importance of why fog computing will act 
as an extension of cloud computing. The classifica-
tion is showed in Figure 6. 

 
Figure 6. Classification of potentials of fog computing. 

Distributed fog nodes. The fog nodes are dis-
tributed along the geographical distribution and 
provide mobility because the fog nodes have more 
proximity to the end users when compared with 
cloud computing.  

Reducing latency. As the fog nodes are placed 
near the end users, these fog nodes will oppose the 
data transfer to the cloud and cloud to the end user 
node. This scenario will minimize the latency 
because the query generated by the end user will be 
answered by the fog node, not by the cloud server. 

Minimizing the load on the cloud. The data 
generated by the IoT devices will be huge and 
continuous, which has to be processed by the cloud 
server. In this situation, the fog nodes will filter the 
unwanted and repeated data generated by the IoT 
devices; then it will be transferred to the cloud.  

Computational off-loading at data centers. 

Social networks are generating an enormous amount 
of data every day. Youtube.com generates 72 hours 
of video data per minute, and Twitter.com generates 
350,000 tweets per minute. If all these data are 
transferred to the cloud directly, it may cause 
bandwidth issues. However, introducing fog nodes 
between the cloud and the client devices reduces the 
bandwidth requirement.  
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