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ABSTRACT
Academic success for students in any educational institute is the primary requirement for all stakeholders, i.e., 

students, teachers, parents, administrators and management, industry, and the environment. Regular feedback from all 
stakeholders helps higher education institutions (HEIs) rise professionally and academically, yet they must use emerging 
technologies that can help institutions to grow at a faster pace. Early prediction of students’ success using trending arti-
ficial intelligence technologies like machine learning, early finding of at-risk students, and predicting a suitable branch 
or course can help both management and students improve their academics. In our work, we have proposed a new stu-
dent performance prediction model in which we have used ensemble machine learning with stacking of four multi-class 
classifiers, decision tree, k-nearest neighbor, Naïve Bayes, and One vs. Rest support vector machine classifiers. The pro-
posed model predicts the final grade of a student at the earliest possible time and the suitable stream for a new student. A 
student dataset of over a thousand students from five different branches of an engineering institute has been taken to test 
the results. The proposed model compares the four-machine learning (ML) techniques being used and predicts the final 
grade with an accuracy of 93%.
Keywords: Ensemble Machine Learning; Decision Tree; K-Nearest Neighbor; Naïve Bayes; One vs. Rest Support Vec-
tor Machine
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1. Introduction
A large amount of data is produced in educational institutes 

every year. In any education system, a student spends a lot of 
hours in the classroom, offline or online, learning from teachers, 
preparing assignments at home, appearing in the examination, and 
gets a grade. Students of different learning abilities get a grade 
according to their academic records, like test scores, assignment 
marks, theory scores, and practical examination scores. Teachers 
and administrators maintain every student’s complete record, i.e., 
from admission time to completion of the course, as it is the re-
quirement for certified agencies, affiliation boards, universities, 
and accreditation bodies. This large amount of data can be used to 
maintain and raise the standards of that institute. Adopting ensem-
ble machine learning techniques with the data, early predictions 
like how many students will get excellent grades, how many will 
drop out, how many students will be placed in which company, 
how many students have the wisdom to be entrepreneurs, which 
subject result will be outstanding, and which branch or course is 
suitable for a student can be made. Predicting grades or making 
early predictions of at-risk students or dropouts is advantageous 
for both the students and the institute. Ensemble machine learning 
techniques are being applied in variety of complex problems[1], 
like fraud detection, disease prediction, and remote sensing. In 
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the same way, these techniques can be applied in 
the selection of a particular course for a student, 
predicting the final grade of a student, or classifying 
students into different classes like A, B, and C at 
the earliest which will help students improve their 
academic success. As students with low predicted 
grades can be given more classes and academic 
facilities for a subject, and high-grade students can 
be provided with add-on courses to enhance their 
skills, a lot of high-cost learning management sys-
tems (LMS) have been proposed in COVID times. 
The real problem with all available LMS is accura-
cy and timing when it is predicted. If prediction is 
done at the midpoint or end of the study, then it is of 
no use. We have designed a model that can be used 
to predict students’ grades after the first semester. 
Several predictive techniques, like support vector 
machine (SVM)[2,3], decision tree (DT)[4–7], k-near-
est neighbors (KNN)[8,9] and Gaussian Naïve Bayes 
(GNB)[8,10,11], and data mining[4] are being utilized to 
solve the concerned problem. 

Choosing the best prediction model[12] for a 
particular kind of problem among a wide range of 
predictive models is a difficult task, the ensemble 
ML technique makes the task easy by producing 
the best of all models. Our work focusses on the 
design of a new prediction model that uses the en-
semble ML technique stacking. Data for our work 
has been collected from an engineering institute, 
PIET, Samalkha, Delhi NCR, India. This data is 
perfectly suitable for ensemble machine learning 
technique implementation. Our paper is structured 
in following manner: Section 2 describes the all-re-
search questions; in Section 3, literature review has 
been done; methodology of the research work has 
been described in Section 4; results and analysis are 
mentioned in Section 5 and conclusions are made in 
Section 6.

2. Aims of the research and re-
search questions

Our study aims to design a new model for 
student academic performance prediction that can 
predict the final degree grade of a student with the 
help of the Python Jupiter Notebook. Our research 
work has been partitioned into two parts: in the 
first part, our aim was to collect the dataset, clean it 
and find the pre-processing techniques, and feature 
selection that would be best to predict the students’ 

final grades; in the second part, we designed a new 
ensemble machine learning model, with the help of 
which, academic performance could be predicted at 
the earliest with improved accuracy. The following 
research questions have been covered in our work:

1) What are the various multi-class classifica-
tion models that are being used to find out students’ 
grades?

2) Which classification technique is best for 
predicting students’ grades? 

3) What is the adverse effect of an imbalanced 
dataset, and what is the impact of SMOTE?

4) Does stacking improve evaluation parame-
ters like accuracy, recall, precision, and F1-Score? 

5) What is the impact of selecting the meta 
model in stacking?

3. Literature survey
Predicting students’ grades at the earliest is a 

desired factor to improve students’ success. Educa-
tional institutions must develop new emerging solu-
tions that can help predict success at the earliest and 
with great accuracy in a shorter time. Students from 
different backgrounds, learning abilities, social and 
economic status, or boards appear in the process of 
taking admission in a particular course, and every 
student’s aim is to get success. Our proposed model 
uses the stacking[13] SVM One vs. Rest[14] algorithm 
with decision tree classifier[15], Gaussian Naïve 
Bayes[16], and KNN classifier[17] on the Python Ju-
piter Notebook platform. In addition, our work 
compares the accuracy and different parameters of 
these four machine learning techniques before and 
after SMOTE (synthetic minority oversampling 
technique). As our problem is a multi-class classifi-
cation problem, that means classification tasks that 
have multiple values in their target variable like an 
image classification problem, a handwriting classi-
fication problem, or a student’s grade classification 
problem. The number of class labels in our work is 
fixed at 3, i.e., Class C for below-average students, 
Class B for average students and Class A for good 
students. The algorithms that have been selected for 
the same problem are:

• k-nearest neighbors
• support vector machine
• Gaussian Naïve Bayes
• decision tree
• ensemble machine learning.
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KNN is the simplest classification technique. 
The performance of this technique is independent 
of the schema of the dataset. Whenever a new entry 
is to be made in data, with the help of Euclidean 
distance formula, its neighbors are calculated. The 
majority class that has its k nearest neighbors is se-
lected for a new entry. KNN[18] has been used for a 
student’s grade prediction in recent work with 83% 
accuracy to determine at-risk students at the ear-
liest. Bujang et al., in their study[2], used the KNN 
algorithm for predicting a student’s grades for the 
two subjects with an accuracy of more than 90%. 
KNN has been used in an ensemble machine learn-
ing algorithm[19] for predicting a student’s dropout. 
Rohilla et al.[20] explored the use of the KNN algo-
rithm for prediction of diseases in plants. KNN has 
been preferred in prediction as it requires a shorter 
training period. The problem associated with KNN 
is that, in cases of high dimensionality, the results 
are not so accurate[21].

The GNB ML classification technique works 
on Bayes’ theorem. It is a classification technique 
with strong independence assumptions. Here, inde-
pendence refers to the idea that the presence of one 
value of an attribute does not influence the presence 
of another. Let xi be a feature vector, and y be the 
target class label, and P(y) be the relative frequency 
of y in the training dataset. Then P(xi | y) is calculat-
ed in GNB as in equation 1:

   

(1)
Bujang et al.[2] used GNB to predict the grade 

of students with an accuracy of more than 90%. 
Naseer et al.[22] predicted the complexity level of 
coding among the teams who were working on the 
same software project using the GNB algorithm. 
Wang et al.[23] proposed a new technique called mul-
tinomial Naive Bayes tree (MNBT) for both types 
of data, continuous and discrete. The problem asso-
ciated with GNB is that it is highly scalable to the 
number of estimator data points and sometimes it 
has a zero-frequency problem[21].

The DT classifier is a well-structured tech-
nique for both types of classification problems. This 
technique generates a series of observations from 
the dataset in relation to its various features. A new 
observation is planted, just like in a binary tree and 

the data present on that node is further divided into 
another partition of data values that have different 
characteristics. Classes are framed on the leaves in 
which the dataset is split. Hussain and Khan[24] have 
used DT for the classification of a batch of students 
into two different grade classes. Similarly, in the 
study of Hutagaol and Suharjito[19], DT has been 
used to predict early dropouts in an ensemble ML 
technique. A little effort is required for the pre-pro-
cessing of data in the case of DT implementation 
as normalization and scaling are not needed, even 
missing values also do not affect the output much, 
but training the model takes more time in compari-
son with other available techniques as the complex-
ity level is high for DT[21].

The support vector machine technique is 
generally used for the both types of classification 
and regression problems. SVM technique for clas-
sification can be used for binary and multi-class 
classification problems. Two variants of SVM for 
multi-class classification are One vs. One (OvO) 
and One vs. Rest (OvR). OvR is an empirical meth-
od that performs by dividing the multiclass problem 
into multiple binary problems. SVM binary classi-
fier is used to train it to solve every single binary 
classification problem, and predictions are made us-
ing the model that is the most accurate. One vs. Rest 
SVM works efficiently when there is a significant 
margin between classes, which gives better perfor-
mance in less memory and time, so mostly used in 
classification problems. There may be a problem us-
ing this algorithm when there are millions of pieces 
of data and a very large number of classes say more 
than 10 or 20, as this technique creates one binary 
model for each[21]. SVM has been used to propose 
a prediction model in the study of Bujang et al.[2] 
and that of Hussain and Khan[24], for predicting the 
grade in an imbalanced dataset. Students’ grades 
were predicted with SVM in the study of Sorour et 
al.[25] with an accuracy of 86%, and the results were 
compared with artificial neural networks (ANN). 
Park and Yoo[26] used the SVM technique to predict 
an early dropout student in an online course. Sin-
gh[27] experimented with a tactic to predict enthusi-
asm among students towards higher education using 
SVM and ANN. Burman and Som[28] have predicted 
the three class students’ grades with 90% accuracy 
with the help of the SVM technique. SVM has been 
used by Altabrawee et al.[29] for prediction of stu-
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dents’ performance. 
Ensemble Machine Learning is a technique 

where multiple ML models are combined to solve 
a complex intelligence problem. Individually, each 
model may perform well on some data but not on 
other data. When multiple models are combined, 
their weaknesses cancel each other out, and strength 
comes as the output of combined model. Various 
types of ensemble machine learning are bagging, 
stacking and boosting. Some of the applications 
of ensemble learning are remote sensing, emotion 
recognition in speech, detection of diseases, de-
tection of fraud, etc. Stacking[30] is one of the most 
preferred ensemble techniques[31] that can be used 
to build a new model with the help of existing mod-
els to improve the overall model’s performance. It 
has been used in many complicated problems[32–35] 
as stacking enables us firstly to train multiple indi-
vidual models to solve the same problem, and then 
based on their performance, it creates a new model 
with improved performance. The architecture of 
the stacking model[1] includes two types of models, 
level 0 models, or base models (two or more than 
two), and a meta-model at level 1, like in Figure 1. 
The stacking ensemble method includes training the 
primary level models with the original dataset, pre-
diction data from level 0 models, training the level 
1 model with prediction data collected by level 0 
models, and final prediction. 

Figure 1. Stacking architecture used in the proposed model.

4. Methodology
The methodology followed in our work has 

been described as shown in Figure 2. Work has 
been composed of the following parts:

1) Data collection, cleaning, preprocessing, 
and data mining

2) Proposed model design training
3) Testing the model.

Figure 2. Methodlogy.

4.1 Data collection, cleaning, preproc-
essing, and data mining

Data was collected from the administrative 
department of an engineering institute, PIET, Sa-
malkha, Haryana, India. Data was collected in the 
form of several separate Excel files, like batchwise 
admission data and result data. In admission data, 
basic information parameters like name, admission 
number, father’s name, address, date of birth, gen-
der, contact number, percentage or CGPA in high 
school, senior secondary school, admission test 
data, contact number of student or guardian, and 
day boarding or hostel, etc., were mentioned. In the 
result data file, students’ 1st to 8th semester marks 
were mentioned in case of engineering courses and 
in the case of degree course 1st to 6th semester marks 
were there. Marks were converted into percentag-
es as different engineering branches have different 
numbers of subjects with different weightages. The 
data was cleaned with Excel features and formulas 
to make the dataset ready for processing. Data was 
combined from multiple files into a single Excel 
sheet by combining two sheets of admission and re-
sult for a particular batch, as shown in Figure 3.

Data was combined for four batches of engi-
neering and 5 batches of BCA, city, and location 
as rural or urban fields were extracted from the ad-
dress field. Similarly, the zodiac sign field was pre-
pared from date of birth data. The zodiac sign was 
included in the final dataset as a dependency on the 
final grade was found over this independent attrib-
ute. High school and senior secondary level CGPA 
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and marks were converted into percentages to form 
uniformity. One more reason for the conversion of 
marks into percentages was that there were different 
types of students at different board and field levels 
and total marks were different for different state 
boards and fields. The dataset was loaded with the 
help of the Panda library in Python. An observation 
was done and it was found that there are a total of 
25 fields, including 8 categorical fields (branch, zo-
diac, gender, category, city, location, phone, and 
hostel), 5 integer type fields (Sr. No, Roll No, 
Batch, PQT, Grade) and remaining float type data 
fields and dataset looks like in the Figure 4.                  

Figure 4. Dataset attributes.

                       

Figure 5. Categorical attributes value count.

Using sns.barplot, a bar graph was plotted be-
tween the category value and its count as shown in 
the Figure 5. It can be observed that the total num-
ber of branches that have been taken in this dataset 
is 5, categories have been provided with three val-
ues, totaling 35 kinds of cities from which students 
have come to the institute either from rural or urban 
locations. We had to finalize which attributes to ex-
clude or include in the final dataset according to the 
impact of the attribute on the final grades of the stu-
dent. With the help of heatmap, it can be observed 
which variables are to be included for the prediction 
model, as only positive corelated values can be se-
lected, as shown in Figure 6. 

 

Figure 3. Excel representation of data after preprocessing.
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Figure 6. Attributes correlation heatmap.

As we had to do the prediction at the earliest, 
there was no need to consider the 2nd semester to 8th 
semester percentages. Similarly, negative corelated 
attributes were removed from the dataset. The next 
step was to convert all categorical features into cat-
egory-specific integer values. Zodiac sign features 
were encoded into 12 different categories from 0 to 
11, hostel into 0 and 1, 35 cities from 0 to 34, rural 
and urban locations into 0 and 1, similarly, contact 
phone categories into 0 to 4 using Labelencoder(). 
After ignoring some null values in attributes and 
filling some with mean values, the final dataset that 
was used for training our proposed model is shown 
in Figure 7. 

Figure 7. PIET students data after label encoding.

4.2 Proposed model design and train-
ing

Our objective was to design and propose a 
student success prediction model. Success is being 
defined in the terms of final grades or percentage. 
There may be a lot of grade variations, or percent-
age variations: some students may get excellent 
grades, most of the students may get average grades 
and some students may get below average grades; 
so the dataset will have multiclass dependent attrib-
utes and may be imbalanced for any educational in-
stitution. As shown in Figure 8, variation between 
two grade classes can be seen easily.  

Figure 8. Count for grade class.

SMOTE has been used in our proposed model 
(Figure 9) so that imbalanced multiclass data can 
be synchronized, which will be effective for bet-
ter prediction. After oversampling, the number for 
three grade classes becomes even for all classes, as 
shown in Figure 10. We have used four multi-class 
classification ML techniques DT, KNN, NB, and 
SVM OvR. Our model has the following compo-
nents:

• Training the model with four ML tech-
niques (DT, KNN, NB and OvR) and 
testing the model to determine first level 
prediction accuracy;

• Using SMOTE for handling the imbal-
anced data, if any;

• Training the model again with the new 
train-test dataset and second level predic-
tion accuracy;

• Stacking all classification ML models and 
designing a new ensemble ML technique 
with OvR as meta and other models as 
base models;

• Training the final model with SMOTEd 
train data and finding final level predic-
tion accuracy with collective accuracy test 
data.

The SMOTEd dataset has same values for all 
three grade classes, so the dataset is balanced now. 
The dataset was divided into independent and de-
pendent attributes, with X having all independent 
features and y having target grade values, with the 
help of train and test split data (X_train, X_test, y_
train, and y_test) with 80:20 ratio of training and 
testing data samples. DT, KNN, GNB, and SVM 
OvR were used for the first-round prediction of our 
proposed model, as these four models predicted 
student performance with more than 80% accuracy 
for our student dataset. The processed dataset was 
finally split into 80:20 ratio after comparing the 
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performance of all models with different splits like 
50:50, 70:30 and 90:10 train test data. All necessary 
libraries and components like decision tree classi-
fier, One vs. Rest classifier, k-neighbors classifier, 
and the GNB were imported, and all models were 
trained with training data. 

4.3 Proposed model testing
Testing was done with the help of both normal 

and SMOTE test data and results were validated 

with one batch of results. The model’s performance 
was tested in three steps. First level predictions 
were calculated on an average basis over multi-
ple runs with a normal dataset for four multi-class 
classification models, then second level predictions 
were calculated with SMOTE data and then final 
prediction was made with the help of stacking all 
models together. The different parameters for which 
analysis done were accuracy, recall, precision, and 
F1-Score, as shown in Table 1.

All four models behaved in the same pattern 
with different sampling criteria for evaluation and 
predicted students’ grades with accuracy greater 
than 85%. The analysis for first-level predictions 
for all multiclass classification models has been de-
scribed in Table 2. Results are being analyzed after 
multiple runs of testing, and all parameters were 
calculated by the average of three class labels 0, 1, 
and 2. It was observed that DT and KNN predicted 

Figure 9. The proposed student performance prediction model.

Table 1. Evaluation parameters and detail
Sr. No. Parameters Detail
1. Accuracy Accuracy is the basic metric that is used to evaluate any ML model’s performance. Accuracy is the 

number of correct predictions made over all the predictions made. 
(TP + TN)/(TP + TN + FP + FN)

2. Recall Recall means how many of the positive cases the model correctly predicted, over all the positive cases in 
the dataset, also called as sensitivity.
TP/(TP + FN)

3. Precision Precision means how many correct positive predictions there are. 
TP/(TP + FP)

4. F1-Score F1-Score is a parameter that is calculated by combining both precision and recall. It is the harmonic 
mean of the two parameters. 
2 × (precision × recall)/(precision + recall)

Figure 10. Count for three grade classes students after SMOTE.



8

the performance with an accuracy level of 88%, 
KNN with 87%, and OvR with 85%. Recall, preci-
sion, and F1-Score values for all models were nice 
and stable in every sampling criterion.  

Table 2. Analysis of prediction accuracy without SMOTE

Model Accuracy Recall Precision F1-Score
DT 0.88 0.88 0.88 0.88
OvR 0.85 0.87 0.85 0.84
KNN 0.87 0.87 0.87 0.87
GNB 0.88 0.88 0.88 0.88

The count of all three grade classes was dif-
ferent, and the dataset was imbalanced. Imbalanced 
data is hard to handle as it increases skewness[36]. 
SMOTE[37] is the widely used technique to handle 
the imbalanced data. SMOTE creates new minority 
class data and copies existing data. This duplicate 
data is generated by randomly selecting one or more 
of the k-nearest neighbors for each data point in the 
minority class. We have applied various SMOTE 
techniques to our model, and the dataset was re-
constructed as shown in Figure 10. Training was 
applied again to four models KNN, DT, SVM, and 
GNB with new SMOTE training data.

SMOTE functionalities available in Python 
under the Imbalanced-learn Library[38] were im-
plemented, and testing was done for four models. 
Random Under Sampler and SMOTE methods were 
observed as the better choice as both techniques 
increased the accuracy percentage significantly as 
shown in Table 3.

Table 3. Analysis of prediction accuracy with SMOTE

Models testing
after SMOTE

Accuracy Recall Precision F1-Score

DT 0.90 0.90 0.90 0.90
OvR 0.87 0.87 0.87 0.87
KNN 0.90 0.90 0.90 0.90
GNB 0.88 0.88 0.88 0.88

It was observed that after SMOTE, each model 
performed better than without SMOTE. KNN and 
DT predicted the grade with an accuracy level of 
90%, and the model that was used as meta model 
in our design, SVM OvR, predicted the student 
performance with accuracy, precision, recall, and 
an F1-Score of 87%. The third component of our 
proposed model increases the overall prediction ac-
curacy with the help of ensemble machine learning 
technique. SVM One vs. Rest was selected as the 

meta-model, and all four ML classification models 
were kept as base models for our design. After var-
ious testing environment parameters, the prediction 
accuracy has significantly increased in our model 
design.

5. Results and discussion
The model has been tested for the same data-

set with all types of oversampling techniques[39–41] 
like SMOTE, SVMSMOTE, Borderline SMOTE, 
Random Under Sampler, and ADASYN. The anal-
ysis has been mentioned in Table 4. We observed 
the highest prediction accuracy of all three classes 
is up to 93%, when OvR has been chosen as a meta 
model and KNN, NB, SVM, and DT are taken as 
base models for first level of stacking and a 10-
fold repeated stratified k value. The oversampling 
technique in the best performance case has been ob-
served as Random Under Sampler. Other SMOTE 
techniques also performed better in our proposed 
model, as model predicted students’ performance 
with more than 90% accuracy. The model exhibited 
the highest performance rates in precision, recall, 
and F1-Score. 

All other three combinations were also test-
ed, where KNN, DT, or GNB was selected as meta 
models. From the graphs shown in Figure 11, it can 
be easily interpreted that in the case of any SMOTE 
method (Random Under Sampler, Boarder Line 
SMOTE, SVMSMOTE, SMOTE or ADASYN), 
our proposed model M1 has performed best of all 
other ensemble models M2, M3, and M4. The M2 
model (DT as meta) predicted students’ grades with 
maximum of 91% accuracy with SVMSMOTE. 
The model M3 (KNN as meta) performed with an 
accuracy of 91% with SVMSMOTE and the model 
M4 (GNB as meta) predicted the grade with max-
imum of 91% accuracy with Random Under Sam-
pler SMOTE. In case of M2 and M4 models where 
accuracy and other parameters for performance of 
models were good, but in both models, the training 
period was very lengthy.

6. Conclusions 
In this paper, we have designed and proposed 

a model for predicting students’ performance in an 
educational institution using ensembled machine 
learning technique, i.e., stacking of OvR as a meta 
and DT, KNN, GNB, and SVM as base models, and 
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Table 4. Results analysis of the proposed student performance prediction model

Ensemble
model

Meta model Base models Stacking SMOTE Accuracy Precision Recall F1-Score

Proposed 
model M1

SVM One vs. Rest DT, OvR, KNN, GNB Random Under Sampler 0.93 0.93 0.93 0.93
Boarder Line Smote 0.91 0.92 0.91 0.91
SVMSMOTE 0.91 0.91 0.91 0.91
ADASYN 0.90 0.90 0.90 0.90
SMOTE 0.92 0.92 0.92 0.92

M2 Decision tree DT, OvR, KNN, GNB Random Under Sampler 0.89 0.89 0.89 0.88
Boarder Line Smote 0.89 0.88 0.88 0.88
SVMSMOTE 0.91 0.91 0.91 0.90
ADASYN 0.89 0.89 0.89 0.88
SMOTE 0.90 0.90 0.89 0.89

M3 K-nearest neighbors DT, OvR, KNN, GNB Random Under Sampler 0.90 0.90 0.90 0.90
Boarder Line Smote 0.90 0.90 0.90 0.89
SVMSMOTE 0.91 0.91 0.90 0.91
ADASYN 0.89 0.89 0.89 0.89
SMOTE 0.91 0.91 0.91 0.91

M4 Gaussian Naïve Bayes DT, OvR, KNN, GNB Random Under Sampler 0.91 0.91 0.91 0.91
Boarder Line Smote 0.89 0.89 0.89 0.89
SVMSMOTE 0.90 0.90 0.90 0.90
ADASYN 0.88 0.88 0.88 0.88
SMOTE 0.91 0.92 0.91 0.91

                                      (a)                                               (b)                                                                    (c)

                                                               (d)                                                                 (e)

Figure 11. The performance comparison of the proposed model M1 with other ensemble models M2, M3, and M4. (a) Performance 
comparison in Random Under Sampler; (b) Boarder Line SMOTE; (c) SVMSMOTE; (d) SMOTE; (e) ADASYN.

the oversampling technique Random Under sampler 
SMOTE, that can predict students’ performance at 
the earliest possible time so that necessary actions 
can be taken. Our proposed model predicts students’ 
final grades at the end of the first semester with an 
accuracy of 93%, similarly, precision, recall and 
F1-Score up to 93%. In other variants of SMOTE 
techniques, our proposed model has shown the best 
performance out of the other existing models, as 

described in literature where authors have predicted 
the three classes students’ grades with a maximum 
of 90% accuracy. The prediction accuracy in a re-
search work was 98%, but that was for only one 
course and in our research, 5 courses have been 
included in the dataset so that prediction can be 
done in an environment where students of different 
academic caliber study. Our aim in designing this 
model is to provide the best prediction so that stu-
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dents of any branch should succeed in their course. 
We successfully tested our model on PIET College 
data and presented the importance of stacking and 
SMOTE methods that can efficiently give better 
results to improve students’ grade prediction. We 
elaborated that with the use of our proposed model, 
prediction accuracy improves from 80% to 90%. 
The proposed model can be implemented for other 
multiclass classification problems like disease pre-
diction, image classification, fraud detection, and 
filtering emails. In our future work, we will use this 
model to predict the course of study for students at 
institute. We will further investigate the use of more 
appropriate ensemble machine learning models that 
can predict the output with greater accuracy. We 
conclude that our proposed model gives more ac-
curate results and can help any educational institute 
improve their students’ academic performance.
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