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ABSTRACT 

The problem of detecting image fragments characterized by high-frequency fluctuations in spatial intensity in the 
general case has not been previously considered in the literature. The article researches a sequence of known and new 
algorithms that allows detection and localization of such fragments. The geometric localization of the fragments is based 
on the Hough transform of the pixel array of the external contours of the connected components. The components 
connecting becomes possible due to the use of the oscillation function proposed by the authors. The oscillation function 
turns out to be an effective tool for highlighting intensity fluctuations zones in an image and is superior in reliability to 
alternative methods for detecting such zones, based, for example, on gradient methods. The article demonstrates examples 
of localization of the image fragments with different levels of background complexity. 
Keywords: pattern recognition; salient object; integral sum image; binary image; connected component method; Hough 
transform 

1. Introduction 
In recent years, the rapid development of practical applications for 

the processing and analysis of images has clearly been noticed. In 
automotive industry[1], pharmaceuticals[2], in the police[3] and the 
armed forces[4], in automated production and measuring systems[5] 
various image processing systems are widely used. The subject of 
development in this area is efforts to convey the ability of human vision 
to electronic perception and understanding of the image. The purpose 
of computer vision and image processing is to determine whether these 
images contain or do not contain a specific object, function or activity. 
The problem of object detection is solved by methods of pattern 
recognition theory. The analysis of the state-of-the-art[6] in this area 
shows that the theory of recognition is based on models such as the 
Statistical Model, the Structural Model, Template Matching Model, 
Neural Network Based Model, Fuzzy Based Model, Hybrid Model. For 
a wider consumer, these models can be combined into three classes of 
methods: methods based on the color and intensity features of the 
localized fragment; methods based on identifying the shape of the 
localized fragment and its characteristic features; methods based on 
machine learning algorithms. Currently, the best algorithms for solving 
pattern recognition problems are based on a neural network. Their 
performance is close to people’s abilities[7]. Nevertheless, alternative 
methods of pattern recognition are being developed, which are based 

ARTICLE INFO 

Received: 2 June 2023 
Accepted: 19 July 2023 
Available online: 15 August 2023 

COPYRIGHT 

Copyright © 2023 by author(s). 
Journal of Autonomous Intelligence is 
published by Frontier Scientific Publishing. 
This work is licensed under the Creative 
Commons Attribution-NonCommercial 4.0 
International License (CC BY-NC 4.0). 
https://creativecommons.org/licenses/by-
nc/4.0/ 



 

2 

on the analysis of the shape and intensity features of fragments and provide a more efficient solution of the 
tasks in specific situations[8]. 

The work given is devoted to the techniques for recognizing patterns having specific visual characteristics. 
The main goal of the study is to ensure high reliability of detection and localization of such patterns. High 
frequency of intensity oscillations in fragments has been chosen as one of required specific features. This 
feature characterizes many artificial objects resulted from human activity: road labeling, attention-grabbing 
billboards, and finally, barcodes (matrix, QR-codes) being the labels of products for various purposes. The 
latter can be considered as the example that not only catch human attention but also provide convenient means 
to record and transmit information. The role of this way to deliver information for the consumers concerned is 
increasing. Useful and urgent information in the form of alternating geometric shapes, e.g., can be recorded on 
special shields or walls of buildings, etc. After automatic reading such information, e.g., city information, can 
be voiced for individual or group consumption, or imply a certain reaction of unmanned vehicles in a specific 
location. The information of such type is evident to be limited by the regions with defined and uncomplicated 
geometric shape (triangles, quadrangles, pentagons). Therefore, the problem to develop the algorithms of 
reliable detection and precise localization of image fragments with high-frequency spatial oscillations limited 
on image surface by the frames of simple geometric shapes is set. 

We should also consider that similar problems are solved in a comparatively new direction of image 
processing when detecting the so-called salient objects[9,10]. Computational identification of such salient object 
regions is very challenging. The ability for automatic, efficient, and accurate estimation of salient object 
regions, however, is highly desirable given the immediate ability to isolate the object from potentially 
confusing background. The attributes of salient objects, allowing us to detect them visually, are color, gradient, 
boundaries and high contrast[11]. From the point of view of this field of pattern recognition, in our work, we 
study a sequence of algorithms for separating salient objects by identifying fragments of images, within the 
boundaries of which pronounced periodic intensity fluctuations are observed. 

The main contributions of the work lie in the formulation of the problem of detecting image fragments 
that are distinguished by high-frequency intensity fluctuations and in the study of a sequence of algorithms 
that ensure such fragments selection with a high degree of reliability. As an indicator of intensity oscillations 
in different parts of an image, it is proposed to use a new point characteristic, which is the total number of 
intensity jumps in the vicinity of each pixel of the binary image. It is the calculation of this characteristic, 
called the oscillation function, which is the key procedure that guarantees the reliability of the problem posed 
solution. 

2. Materials and methods 
This section provides the general methodologies used. The methodology for detecting and localizing 

image fragments, which is considered below, is based on a strict mathematical basis and consists in the 
following sequence of data processing procedures, where after the arrow is the procedure output: 

1) image thresholding → an image. 
2) calculation of the two-dimensional oscillation function (the key procedure) and thresholding the 
oscillation function image → an image. 
3) labeling the connected components of the thresholded oscillation function → an image of the labeled 
components. 
4) selection of the boundary contour of each connected component → a pixel array. 
5) Hough transform of the pixel array of each contour → a matrix. 
6) search for the first k local maxima of the Hough transform → coordinates of k maxima in Hough space. 
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7) determination of the vertices of the localizing k-gon in the Cartesian coordinate system → coordinates 
of the k vertexes. 

Steps 4–7 are repeated for each labeled component. 

In order to increase the count rate, most of the presented algorithms use precalculated integral sum image. 

2.1. Integral sum image 
To accelerate several procedures of image processing the integral sum image is used[12]. Integral sum 

image i(x, y) is matrix 𝐼𝐼𝑥𝑥,𝑦𝑦(𝑖𝑖), coinciding in size with an original image sized nx + ny. Each element of it keeps 
the sum of intensities for all pixels located to the left or higher of the element given. Each element of matrix 
𝐼𝐼𝑥𝑥,𝑦𝑦(𝑖𝑖) represents the sum of pixel intensities in a rectangular from (0, 0) to (x, y), i.e., the value of intensity of 
each pixel (x, y) equals the sum of all pixel intensities located to the left or higher of the pixel given (x, y). The 
calculation of a matrix takes linear time proportional to the number of pixels in an image, thus integral image 
is calculated in one pass. 

Matrix calculation is possible to be made according to the formula: 
𝐼𝐼𝑥𝑥,𝑦𝑦(𝑖𝑖) = 𝑖𝑖(𝑥𝑥,𝑦𝑦) + 𝐼𝐼𝑥𝑥−1,𝑦𝑦(𝑖𝑖) + 𝐼𝐼𝑥𝑥,𝑦𝑦−1(𝑖𝑖)− 𝐼𝐼𝑥𝑥−1,𝑦𝑦−1(𝑖𝑖), 

where 𝑥𝑥 ∈ [0,  𝑛𝑛𝑥𝑥 − 1], 𝑦𝑦 ∈ �0,  𝑛𝑛𝑦𝑦 − 1�. 

Integral sum image allows fast calculation of the sum for each original image intensity in a rectangular 
window of arbitrary size (2mx + 1) × (2my + 1) with the center in pixel (x, y) by four (corner) values of integral 
sum: 

𝐷𝐷(𝑥𝑥,𝑦𝑦) = 𝐼𝐼𝑥𝑥+𝑚𝑚𝑥𝑥,𝑦𝑦+𝑚𝑚𝑦𝑦(𝑖𝑖)− 𝐼𝐼𝑥𝑥−𝑚𝑚𝑥𝑥−1,𝑦𝑦+𝑚𝑚𝑦𝑦(𝑖𝑖)− 𝐼𝐼𝑥𝑥+𝑚𝑚𝑥𝑥,𝑦𝑦−𝑚𝑚𝑦𝑦−1(𝑖𝑖) + 𝐼𝐼𝑥𝑥−𝑚𝑚𝑥𝑥−1,𝑦𝑦−𝑚𝑚𝑦𝑦−1(𝑖𝑖), 
where independent mx and my = 1, 2, … 

2.2. Binarization algorithms 
Various approaches for image binarization can be singled out. According to main classifier the 

binarization methods can be divided into two groups:  

1) threshold methods, 
2) methods providing the equality of sum intensities for original and binary images. 

Threshold methods subdivide image pixels as background and object ones in relation to a certain intensity 
threshold. This threshold can be global, i.e., calculated by different image features (average intensity, intensity 
histogram, etc.), or local, where the value of each pixel is determined by ambient pixel intensity. 

Threshold methods, in contrast to the methods of second group, ignore small details and therefore are 
largely used when localizing objects in an image or when detecting the objects making them suitable for the 
solution of the task set in the work given. 

Some tasks assign the indication of global binarization threshold to a user himself. However, the class for 
these tasks is quite small and its solution tends to be highly subjective. Thus, most widely spread algorithms 
nowadays are the algorithms of automatic threshold value selection. 

Binarization method being widely used in practice considers global image average t = μG as a threshold. 
This method can be recommended to be applied in a large number of cases, especially since the global average 
can be quickly calculated with the help of integral sum image. 

𝜇𝜇𝐺𝐺 = 𝐼𝐼𝑘𝑘𝑥𝑥𝑘𝑘𝑦𝑦(𝑖𝑖) 𝑛𝑛𝑥𝑥𝑛𝑛𝑦𝑦⁄  (1) 
where kx = nx − 1, ky = ny − 1. 

A more accurate image intensity feature compared to a global average is an image histogram. The most 
popular method where the choice of threshold value is made on the basis of image histogram analysis is Otsu 
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method[13]. The choice of a threshold in this method is based on minimizing intragroup dispersion for two 
groups of pixels separated by threshold t. Otsu showed that dispersion minimization inside the class is equal 
to dispersion maximization between the classes: 

𝜎𝜎𝑏𝑏2(𝑡𝑡) = 𝜔𝜔1(𝑡𝑡)𝜔𝜔2(𝑡𝑡)[𝜇𝜇1(𝑡𝑡) − 𝜇𝜇2(𝑡𝑡)] (2) 
where 𝜔𝜔1(𝑡𝑡)—is the probability for semitone p < t occurrence, 𝜔𝜔1(𝑡𝑡)—is the probability for semitone p > t 
occurrence, 𝜇𝜇𝑖𝑖(𝑡𝑡)—arithmetic mean of semitones in class i. Therefore this method searches for threshold t, 
which maximizes Equation (2). The simplest way to find the maximum is the sequential change of t from 0 to 
255 for two byte images and selecting t that corresponds to maximum 𝜎𝜎𝑏𝑏2(𝑡𝑡) from the series of the values 
received. 

In case of uneven illumination of the surface studied or the presence of structural defects on this surface 
quite a significant portion of information when binarizing image as a whole is lost. To solve this problem, 
methods of local binarization are used. The standard adaptive thresholding technique computes an individual 
threshold value for each point in the image. Threshold value is calculated as the average intensity of points 
under the sliding window[14]. The other commonly used techniques are Niblack[15] and Sauvola[16] ones. In 
work[17] the authors proposed an improved local thresholding (view Equation (3)), that requires no square root 
calculation for each point to calculate a standard deviation and is more stable to the selection of parameters. 
The modified local thresholding technique, which combines point intensity, local mean and deviation under 
the sliding window, calculates a local threshold value according to: 

𝑡𝑡(𝑥𝑥,𝑦𝑦) = 𝜇𝜇(𝑥𝑥,𝑦𝑦) −
𝑖𝑖(𝑥𝑥,𝑦𝑦)
𝑚𝑚1

−
𝑠𝑠2(𝑥𝑥,𝑦𝑦)
𝑚𝑚2

, (3) 

where μ(x, y) is a local mean, s2(x, y) is a local variance of the pixels under the sliding window at coordinates 
(x, y), k1 is a constant that is controlling penalization of bright points, k2 is a constant that is controlling 
decreasing of local threshold for points in which neighbourhood intensity significantly varies (k1 and k2 were 
empirically set to 10 and 120 respectively and half-size n of sliding window was 17). 

To speed-up threshold calculation, precalculated integral sum image should be used: 

𝜇𝜇(𝑥𝑥,𝑦𝑦) =
�𝐼𝐼𝑥𝑥+𝑛𝑛,𝑦𝑦+𝑛𝑛(𝑖𝑖)− 𝐼𝐼𝑥𝑥+𝑛𝑛,𝑦𝑦−𝑛𝑛−1(𝑖𝑖) − 𝐼𝐼𝑥𝑥−𝑛𝑛−1,𝑦𝑦+𝑛𝑛(𝑖𝑖) + 𝐼𝐼𝑥𝑥−𝑛𝑛−1,𝑦𝑦−𝑛𝑛−1(𝑖𝑖)�

(2𝑛𝑛 + 1)2 , 

𝑠𝑠2(𝑥𝑥,𝑦𝑦) =
�𝐼𝐼𝑥𝑥+𝑛𝑛,𝑦𝑦+𝑛𝑛(𝑖𝑖2)− 𝐼𝐼𝑥𝑥+𝑛𝑛,𝑦𝑦−𝑛𝑛−1(𝑖𝑖2)− 𝐼𝐼𝑥𝑥−𝑛𝑛−1,𝑦𝑦+𝑛𝑛(𝑖𝑖2) + 𝐼𝐼𝑥𝑥−𝑛𝑛−1,𝑦𝑦−𝑛𝑛−1(𝑖𝑖2)�

(2𝑛𝑛 + 1)2 − 𝜇𝜇(𝑥𝑥,𝑦𝑦). 

The evaluation of recovered quality of useful information when binarizing images by the methods 
considered earlier is shown in Figure 1 where the original and its corresponding binary images are presented. 

    
(a) (b) (c) (d) 

Figure 1. Thresholding of grayscale image: (a) original image; binary image resulting from (b) global; (c) Otsu and (d) local 
thresholding. 

2.3. Oscillation function 
In order to select regions with intensity oscillations the image gradient or some other similar differential 

operators are usually calculated. 

Frequently gradient operators include Roberts, Prewitts, Sobel, Kirsch, Laplacian and LOG operators[18]. 
Considering computing time and noise squelch, the improved Sobel kernel method is recommended in 
works[19,20] to compute gradient and determine direction. Four Sobel kernel operators representing 0°, 45°, 90° 
and 135° directions are applied to each pixel (x, y) and the maximum of the four values is used as an intensity 
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gradient of a pixel (x, y). Then the gradient image should be transformed to binary image, for example, by the 
Otsu method. 

However, direct application of this technique[19,20] to an original image gives no necessary effect (see 
further information) as it doesn’t lead to distinctive extraction of desired region. According to work[19], the 
image can be reduced preliminary to a quarter of the original one with bilinear interpolation, then it must be 
transformed into gray image, and finally, image contrast should be enhanced. This sequence of procedures 
increases time costs, and it is not strictly justified, therefore, cannot be considered reliable in general. Such 
situation is connected with the fact that the gradient of a function in its physical sense shows the direction of 
maximum increase/decrease of a function, as well as quantitatively characterizes the curvature of a function at 
each point (in different areas). Therefore, such gradient is not quite suitable for the detection of highly 
oscillating functions. 

As an indicator of intensity oscillation in different areas of a binary image the present work offers to use 
a new point characteristic v(x, y), that represents the total number of px and py, “black-white” and “white-black” 
intensity jumps by х and у axes in the vicinity of each pixel (x, y) of a binary image. We shall call this two-
dimensional function v(x, y) as an “oscillation function”. Pixel vicinity here is understood as a square window 
sized 𝑘𝑘 × 𝑘𝑘 with the center in its current pixel (x, y) (Figure 2a). Here, v(x, y) estimation is admissible in two 
norms: v(x, y) = max(px, py) or v(x, y) = (px + py)/2, which in practice, however, give almost identical results. 
At first glance, the calculation of two functions px(x, y) and pу(x, y) with the help of sliding window along the 
whole original binary image may seem quite a costly procedure, but this is not true as in this case we can also 
make use of image integrals, to be more exact, the integrals of preliminary shaped images ix(x, y) and iу(x, y). 
Each pixel in these images takes 1 information bit, i.e., it can have the value of 0 or 1 depending on the presence 
of intensity jump in the vicinity to the left or to the right, then ix(x, y) = 1, otherwise ix(x, y) = 0 (Figure 2b); 
or on the presence of relative intensity jump in the vicinity above or below, then iy(x, y) = 1, otherwise iy(x, y) 
= 0 (Figure 2c). We should emphasize one more time that a binary image is considered to be the source for 
analyzing and forming the images ix(x, y) and iу(x, y). The example given in Figure 2 shows the following 
number of intensity jumps px(x, y) = 46 and py(x, y) = 2, therefore the value of oscillation function in pixel (x, 
y) equals v(x, y) = max(px, py) = 46. 

In accordance with the information given above fast calculation of functions px(x, y) and pу(x, y) is 
possible to be made on the basis of the following equation: 

𝑝𝑝𝑥𝑥(𝑥𝑥,𝑦𝑦) = 𝐼𝐼𝑥𝑥+𝑛𝑛,𝑦𝑦+𝑛𝑛(𝑖𝑖𝑥𝑥)− 𝐼𝐼𝑥𝑥+𝑛𝑛,𝑦𝑦−𝑛𝑛−1(𝑖𝑖𝑥𝑥)− 𝐼𝐼𝑥𝑥−𝑛𝑛−1,𝑦𝑦+𝑛𝑛(𝑖𝑖𝑥𝑥) + 𝐼𝐼𝑥𝑥−𝑛𝑛−1,𝑦𝑦−𝑛𝑛−1(𝑖𝑖𝑥𝑥), 
𝑝𝑝𝑦𝑦(𝑥𝑥,𝑦𝑦) = 𝐼𝐼𝑥𝑥+𝑛𝑛,𝑦𝑦+𝑛𝑛�𝑖𝑖𝑦𝑦� − 𝐼𝐼𝑥𝑥+𝑛𝑛,𝑦𝑦−𝑛𝑛−1�𝑖𝑖𝑦𝑦� − 𝐼𝐼𝑥𝑥−𝑛𝑛−1,𝑦𝑦+𝑛𝑛�𝑖𝑖𝑦𝑦� + 𝐼𝐼𝑥𝑥−𝑛𝑛−1,𝑦𝑦−𝑛𝑛−1�𝑖𝑖𝑦𝑦�, 

where n is a semi-size of a sliding window k, i.e., k = 2n + 1. It’s worth mentioning, that in case when n = 7 
(k = 15), then the values of functions px and py will be located in the range of values between 0 and 255, its 
boundaries coinciding the intensity range of shades of gray for 8-bit monochrome images. This size of a sliding 
window can be chosen as a default parameter, but this parameter is free to be optimized in some certain cases. 

The way the oscillation function operates for binary images is demonstrated in Figure 3. Image fragments 
with high intensity oscillation frequency turn into solid figures when image in Figure 3a is processed by 
oscillation function, and solid monochrome figures are left only with contours (Figure 3b). The binarization 
of oscillation function only emphasizes the fact given (Figure 3c). 

Figure 4 demonstrates the example of oscillation function calculation with the aim to detect a fence on 
illuminated forest glade that has all features of the object observed with high frequency intensity oscillations. 
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(a) (b) (c) 

Figure 2. Example of oscillation function calculation: (a) a model of binary image fragment in a window sized 7 × 7 with a central 
pixel (x, y); (b) function ix(x, y) in the same window; (c) function iу(x, y) in the same window. 

   
(a) (b) (c) 

Figure 3. Calculation of oscillation function when processing binary images: (а) original binary image; (b) two-dimensional 
oscillation function of original image in grayscale; (с) oscillation function after Otsu tresholding. 

  
(a) (b) 

  
(c) (d) 

Figure 4. Extraction of high frequency image areas when calculating an oscillation function: (а) original image; (b) image processed 
by Sobel operator; (с) image tresholding by Otsu method; (d) oscillation function of the binary image (с). 

Processing of an original image shown in Figure 4a by Sobel operator (with further binarization) gives 
possibility to select the area of interest in the image leaving, however, those spurious well-lit regions of 
complex background that cannot be eliminated (Figure 4b). This result cannot be considered positive. Similar 
problems can arise in the course of local or threshold image binarization (see Figure 4c). All these drawbacks 
are not found in a method of binarized image processing by oscillation function v(x, y) offered by the authors. 
Figure 4d shows in grayscale the two dimensional function v(x, y) being calculated for the binary image in 
Figure 4c. The analysis of an image shown in Figure 4d allows making a conclusion that oscillation function 
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provides clear and reliable extraction of intensity oscillation regions (in our case, frontal fence links) from 
complex background even with strong uneven illumination. 

2.4. Connected component analysis 
The final aim of all processing procedures mentioned above is to select specific fragments of images as 

the regions being separated from each other. These regions in terms of image processing are called connected 
components or blobs. 

To label (“color”) blobs for further analysis and processing a connected component analysis is used[21]. 
Quite a large number of algorithms to connect the components can be singled out; the most popular of them 
are as follows: 

1) recursive search algorithms based on undirected graph. 
2) two stage method based on the algorithm of scanning and merging of equivalence classes. 

Here the pixel that hasn’t received its label in the process of coloring is offered to be called as black. 

For each connected component the algorithms of the first type find their first “black” pixel in the process 
of sequential scanning of a binary image, the recursive “coloring” of the whole component found is made. 
When labeling each k-th component the intensity of its pixels is determined to be equal to grayscale k, its 
square is additionally calculated as 

𝑆𝑆(𝑘𝑘) = �𝑏𝑏(𝑥𝑥, 𝑦𝑦),
𝑥𝑥,𝑦𝑦

 

where 

𝑏𝑏(𝑥𝑥,𝑦𝑦) = �1, 𝑖𝑖𝑖𝑖 𝑖𝑖(𝑥𝑥,𝑦𝑦) = 𝑘𝑘
0, 𝑖𝑖𝑖𝑖 𝑖𝑖(𝑥𝑥,𝑦𝑦 ≠ 𝑘𝑘 , 

as well as minimum xmin(k), ymin(k) and its maximum boundaries xmax(k), ymax(k) by x- and y-axes together with 
the coordinates of center xc = [xmin(k) + xmax(k)]/2, yc = [ymin(k) + ymax(k)]/2. 

2.4.1. Simplest recursive algorithm of coloring 
In a simplest procedure after a current pixel is colored the same procedure is used for coloring the first 

“black” pixel of the four neighboring ones. If all neighbors turn out to have non-zero label, the procedure 
returns to the previous level where the neighboring black pixels are probed. This definition of a function is 
recursive. Recursion allows simplifying the recording of other algorithms. For this algorithm, however, 
recursion causes significant problems as recursive calls of coloring function are made for each pixel which 
leads to stack overflow while a computer program is executed. As practice shows, this algorithm is not 
applicable for the figures squared higher than one thousand pixels. 

It’s also worth mentioning, that similar algorithm can be built without any recursion if stack is replaced 
by separate arrays that store pixel coordinates during coloring procedure. In this case no stack overflow is 
recorded. 

2.4.2. Recursive line filling algorithm 
This algorithm is considered to be quite widely popular in computer graphics. It differs from the simplest 

recursive algorithm by a horizontal line which is placed between contour pixels and drawn on each step of 
coloring. The algorithm is a recursive one but here as the call of function is made for a line but not for each 
separate pixel the number of nested calls is reduced in proportion to the length of a line, thus decreasing the 
overload on computer stack memory. 
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2.4.3. Two-pass component labeling algorithm 
The algorithms of such type are intended to process large-sized images. Further we shall consider a 

classical algorithm of connected components labeling based on data structure for combining or search. 

During the first pass the algorithm tries to make a new label not only for non-labeled pixels but also to 
distribute the labels among the neighbors that are placed to the right or below already labeled pixels. In case 
when two different labels can be spread for one and the same pixel the label with lower value is chosen. Figure 
5a represents a model of a binary image, a scheme of progressive north-to-south/west-to-east scanning together 
with assigning new labels (large horizontal arrows) as well as the distribution of the labels assigned to a 
neighbor below or to the right (small arrows). During the first pass together with label assignment the algorithm 
determines equivalence relations of temporary labels shown in Figure 5b as black squares with white label 
numbers. Then the multitude of equivalence relations is stored as a table (Figure 5c, Table 1), where each 
temporary region (label) can have one or several equivalent labels with smaller numbers, in our example region 
5 has equivalent labels 3 and 4. In the process of table processing that contains all equivalence relations 
recorded (see Table 1) all equivalence classes are determined (Figure 5c, Table 2). The example presented in 
Figure 5 has 2 classes detected: 1 and 6, therefore, in accordance with the data in the table, labels 1, 2, 3, 4, 5 
are assigned with equivalence class 1, label 6 is assigned with class 6. The reason for label 3 being also assigned 
with class 1 is as follows: as label 5 is equivalent to 3 and 4, and label 4 is equivalent to 1 then label 5 is also 
equivalent to 1 leading also to equivalence 3 and 1. Thus, of all equivalence relations we choose only one label, 
e.g., with minimum number, which is assigned to be a class number. 

The second pass assigns to each pixel of an output image the labels of its equivalence class (Figure 5d). 
After all connected components are labeled their square S, dimensions xmin(k), ymin(k), xmax(k), ymax(k) and 
center xc, yc can be determined. 

  
(a) (b) 

 
Table 1. Equivalence relations. 

Label 1 2 3 4 5 6 

Equivalent I 0 1 0 1 3 0 

Equivalent II - - - - 4 - 

Table 2. Equivalence classes. 

Label 1 2 3 4 5 6 

Equivalent 0 1 1 1 1 0 
  

(с) (d) 
Figure 5. Application of classical algorithm based on combination-search data structure to a binary image: (а) binary image labeling 
scheme; (b) equivalent regions extraction on labeled image; (с) data structure to combine equivalent regions; (d) labeled image after 
equivalent regions combination. 
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Figure 6b shows the result of connection (“coloring”) of binary image components (Figure 6a), its origin 
being a two-dimensional image in grayscale out of oscillation function (Figure 4d) that was calculated for the 
image of illuminated forest glade with a fence (Figure 4a). 

  
(a) (b) 

Figure 6. Connection (“coloring”) of binary image components: (а) binary image; (b) connected (“colored”) components. 

2.5. Edge contour detection 
In order to localize detected regions with specific visual features we need to detect their outer contour. 

To detect outer contour in connected components various methods are used. 

The simplest way to obtain the edges of an object in a binary image is to blur or defocus the image and 
subtract the original one from it. 

In fact a number of other simple algorithms of spatial filtration for edge detection even in semi-tone 
images can be found, such as Laplacian[22], Canny[23], etc. 

The Laplace operator refers to a filtering procedure with spatial increase of sharpness that represents the 
sum of second private derivatives by coordinates. Discrete analog of Laplace operator is used to detect object 
edges in an image. The edges are formed from a various pixels where Laplace operator takes zero values as 
the zeros of second derivatives of a function correspond to extreme jumps in intensity. 

Canny edge detector[23] is constructed on the basis of Sobel operator[24] or Scharr operator[25] which is 
considered to be an increased version of Sobel operator being based on calculating the first derivatives 
(magnitudes and directions) of pixel intensity function by means of applying these derivatives. The direction 
of gradient here is the maximum of gradient value in four possible directions 0°, 45°, 90°, 135°. 

The disadvantage of methods is uncontrolled width or breaks of contours received, therefore, to extract a 
true edge closed contour of 1 pixel width we need their additional processing. 

Nevertheless, the problem of contour detection is much wider than we present here, with many classes of 
methods that allow its successful solution[26]. Fortunately, our problem to localize the region being a polygon 
does not imply accurate contour construction as it is sufficient to label the main edge pixels transmitting outer 
region outlines and apply, e.g., Hough transform to the array of the pixels sorted. Thus, to solve the task of this 
kind we offer an obvious scan line algorithm by the lines from the left to the right and from the right to the left 
as well as by the columns from bottom to top and from top to bottom. Figure 7 shows the scheme of image 
scanning containing 3 connected components 1, 2 and 3 as well as of detecting outer contour of the first 
component marked in gray color in Figure 7. 

To accelerate the process of scanning we can limit the scanned area by the sizes of the component labeled 
1, in our case, by axes x and y. 
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Figure 7. Scheme of image scanning containing three components 1, 2 and 3, and detecting outer contour of component 1. 

A pixel is considered to be a contour one if the scanning leads to the first color (label) change of a pixel 
from background to the color (label) of a connected component. The pixels in the contour detected are shown 
as black squares in Figure 7. It should be noted that detected contour is not totally closed as the part of edge 
points is left in the shade of the front pixels relating to the direction of scanning. Such simple algorithm, 
however, allows constructing totally closed component contour if we remove the condition when scanning 
cycle along the line stops with the first change of scan color from background to the color of a connected 
component. In this case all shaded pixels will also be labeled. Nevertheless, our task neglects this as we need 
only the outmost lines in the region of our interest. 

2.6. Hough transform and finding maxima 
The problem to build a polygon that localizes the detected region by its contour can be solved with the 

help of Hough transform allowing us to detect segments of straight lines in images[27]. 

The main idea of Hough transform is the transition from the equation of a straight line in Cartesian 
coordinates to its equation in ρ and θ parameters. Parameter ρ is the length of a normal to the line drawn from 
the beginning of coordinates, and θ is the angle between this normal and x-axis (Figure 8). Such representation 
of a straight line doesn’t cause infinite parameters as, e.g., in the equation of a straight line being parallel to y-
axis in Cartesian coordinates. 

Specified parameters ρi and θj provide the hit of some point with coordinates x1 and y1 onto the straight 
line under consideration: 

ρ𝑖𝑖 = 𝑥𝑥1𝑐𝑐𝑐𝑐𝑠𝑠θ𝑗𝑗 + 𝑦𝑦1𝑠𝑠𝑖𝑖𝑛𝑛θ𝑗𝑗. 

The number of points with coordinates (xm, ym), m = 1, 2, …, being present on a straight line (Figure 6), 
is kept in a cell zij = z(ρ i, θ j) of two-dimensional array called accumulator. The higher the number of these 
points, the higher the value zij. Therefore, the detection of k highly bright straight lines passing through 
relatively large number of points (pixels) on the surface is reduced to the detection of the first k local maxima 
of two-dimensional function z(ρ, θ). Exactly this is the essence of the algorithm that detects straight lines on 
the basis of Hough transform. 

Nevertheless, we should note that the more accurate extraction of straight lines is possible in case when 
the coordinate system connected to the center (xc, yc) of each detected component is chosen, apart from 
laboratory coordinate system being used instead. 
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Figure 8. Demonstrating the detection of straight lines in Hough space: 1, 2, …, 11—numbers of points on the surface requiring to 
check the conditions for their hit on the straight lines with different ρ and θ. 

To find the first k-local maxima the following algorithm can be recommended (Figure 9). 

The first maximum corresponding to parameters ρ1max and θ1max, is identified as z1max = max(zij) of 
accumulator zij. Then a computing cycle where indicator level zlevel steps down to 1 starting from z1max up to 
the presence of k-th maximum is organized. The determination of each subsequent maximum after the first 
one is implemented after the following conditions are checked. 

1) The value of accumulator in point (ρ i, θj) exceeds current level zlevel, i.e. 
zij > zlevel, 

2) Value θ j does not coincide with angles θ of p maxima found before, i.e. 
�𝜃𝜃𝑗𝑗 − 𝜃𝜃𝑝𝑝max� > ∆𝜃𝜃, 

where p = 1, 2, …, k-1, Δθ—is a given angle range. Such condition can also be called the condition of excluding 
maxima with closest angles within the range of Δθ. 

3) Accumulator zij exceeds all closest neighbors in value, i.e. 
zij > zi-1 j+1, zi-1 j, z i-1 j-1, zi j+1, zi j-1, zi+1 j, zi+1 j, zi+1 j+1. 

 
Figure 9. Search of k local maxima in Hough space. 

The vertices of k-gon on the surface (x0y) are found as intersections of k adjacent straight lines identified 
in Hough space. 

𝑥𝑥𝑛𝑛 =
𝜌𝜌𝑛𝑛+1 max𝑠𝑠𝑖𝑖𝑛𝑛𝜃𝜃𝑛𝑛 max − 𝜌𝜌𝑛𝑛 max𝑠𝑠𝑖𝑖𝑛𝑛𝜃𝜃𝑛𝑛+1 max

𝑠𝑠𝑖𝑖𝑛𝑛𝜃𝜃𝑛𝑛 𝑚𝑚𝑚𝑚𝑥𝑥𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃𝑛𝑛+1 max − 𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃𝑛𝑛 max𝑠𝑠𝑖𝑖𝑛𝑛𝜃𝜃𝑛𝑛+1 max
, 
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𝑦𝑦𝑛𝑛 =
𝜌𝜌𝑛𝑛 max − 𝑥𝑥𝑛𝑛𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃𝑛𝑛 max

𝑠𝑠𝑖𝑖𝑛𝑛𝜃𝜃𝑛𝑛 max
, 

where n = 1, 2, …, k, here the values with index k + 1 coincide with the values having index 1. 

3. Results 
The results of applying the algorithm sequence considered are demonstrated with the example of 

localizing QR-codes as typical representatives of image regions with high level of intensity oscillations limited 
by closed quadrangles (Figure 10). We should mention that quite often practical implementation requires 
preliminary processing of original images in order to eliminate Gaussian as well as impulse noises. The least 
distortions when processing are introduced by adaptive methods to suppress image noise component, 
particularly, when the solution of the tasks under consideration may require switching median filter that 
eliminates both single pulse and multi-pixel ones[28]. 

 
 

 
(a) (b) (c) 

   
(d) (e) (f) 

 

 

 
 

(g) (h) (j) 
Figure 10. Detection and localization of three QR-codes: (a) original image; (b) the image after Otsu tresholding; (c) intensity 
oscillation function; (d) oscillation function after average level tresholding; (e) connected components I, II and III; (f) contours of 
connected components I, II and III; (g) I component contour sinogram; (h) Hough transform of I component outer contour; (j) QR-
codes highlighted by red quadrangles. 

Figure 10 shows the stages of detection and localization of three QR-codes placed on cube faces (Figure 
10a): 1st step is Otsu thresholding an original image (Figure 10b), 2nd step is calculation of two-dimensional 
oscillation function (Figure 10c), 3rd step is average level thresholding the oscillation function (Figure 10d), 
4th step is the detection of connected components I, II and III (Figure 10e), 5th step is the detection of outer 
contours of connected components I, II and III (Figure 10f), 6th step is Hough transform of each connected 
component, Figure 10g, that shows the dependence (sinogram) of intensity zij = z(ρ i, θj) and the four first 
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maxima numbered in ascending angle θ for the contour of a connected component I, Figure 10h where three-
dimensional intensity dependence zij = z(ρ i, θj) is presented, 7th step is localization of regions I, II and III by 
quadrangles (Figure 10j). 

The example in Figure 10 demonstrates the successful solution of the task to localize regions with high 
level of intensity oscillations, but the original image used in the example has quite a simple background. 
Figure11 is the final stage of proposed algorithm to localize such regions for the image with complex 
background and uneven illumination (Figure 4a). Before quadrangles were built with the help of Hough 
transform, the connected components in Figure 6b were filtered by the condition of their area smallness 
(filtering result is given in Figure 11a). The filtering method can vary depending on a certain situation. In our 
case, the fragments of a fence are successfully localized in quadrangular regions (Figure 11b). However, one 
region that is highlighted in the uppermost quadrangle turns out not to be the part of a fence. The problem of 
eliminating spurious regions is solved by adding and configuring the filters in accordance with preset 
parameters (convexity, infill percentage, angles between sides, etc.). 

  
(а) (b) 

Figure 11. Connected component localization by quadrangles: (а) connected components shown in Figure 6b, after filtering of small 
area components; (b) fence fragments localization by quadrangles (see Figure 3а) as the regions of an image with high intensity 
oscillation level. 

At the final of this section, we conduct experiment to quantitative evaluate the performance. Since no 
software to solution the problem of localization of regions of our interest in the general case, we use to compare 
the widespread 1D and 2D barcode decoders. A comparative analysis of such decoders in terms of their ability 
to localize graphical barcodes has been carried out many times[8,29], so the task of comparison can be facilitated. 
Among the many open-source and commercial solutions used, we choose one that shows fairly high and stable 
performance in all tests—Dynamsoft Barcode Reader SDK[30]. Since no standard dataset is publicly available 
for evaluation of barcode detection algorithms, we use open-source internet images. The resolution of the 
images scales from 0.3 MPix to 5 MPix. An image contains at least one 2D barcode; the maximal number of 
codes in a scene was 13. The total number of barcodes on the all images is 47. The percentual image coverage 
of the codes varies from 1% to 70%. The position and size of the codes are not repeated for different images. 
Rotation, perspective deformation, lighting conditions, blur of barcodes and complicity of background 
additionally vary in each image. Table 3 compares the performance of the two solutions in terms of the TP 
(True Positive), TN (True Negative), FP (False Positive), FN (False Negative), Precision = TP/(TP + FP), and 
Recall = TP/(TP + FN)[31]. TN is the number of barcodes, more than 20% of the area of which are incorrectly 
displayed in the image. FP is the number of localized image fragments that are not barcodes. 

Table 3. Test results. 

Method TP TN FP FN Precision Recall 

Dynamsoft 22 11 0 14 1 0.61 

Our 33 11 2 3 0.94 0.92 
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4. Discussion 
Table 3 clearly shows that our solution achieves the highest TP, the best Recall and the lowest FN. 

Parameters FP and Precision have approximately the same value as Dynamsoft Barcode Reader SDK ones. 
That is, our solution achieves the best performance in successfully localizing the barcode regions in an image. 

In general, the obtained results indicate that the problem of fragment localization is solved with a high 
degree of results reliability using the considered sequence of algorithms, i.e., the main goal of the study has 
been achieved. It can be predicted that the considered approach to object selection using the proposed 
oscillation function will be in demand in solving a wide range of problems where image analysis is required. 

5. Conclusion 
The work offers the sequence of algorithms to detect and localize images fragments being different in 

high frequency spatial intensity oscillations. A new procedure to analyze images called oscillation function 
intended for detecting and extraction of intensity oscillation regions is recommended to be used in practice. A 
simple algorithm to extract contours of connected components as the first step in the process of building k-
gons on the basis of Hough transform is proposed. The algorithm to find k-first local maxima of Hough 
transform is offered and studied. Test examples demonstrate successful localization of image fragments 
applying the approach considered. High computational rate is provided by wide application of integral sum 
image. The considered pattern recognition approach, based on the application of the proposed oscillation 
function, can be used as an independent method for solving the tasks set, as well as a means of enhancing the 
confidence and correctness of decision making when used in conjunction with alternative methods of localizing 
areas of interest, in particular salient objects. 
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