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ABSTRACT 

The high-quality annotated training samples in medical image processing have limited the development of deep 

neural networks in their field. This paper designs and proposes an integrated method for classifying and detecting diabetic 

retinopathy based on a multi-scale shallow neural network. The method consists of multiple shallow neural network base 

learners, which extract pathological features under different receptive fields. The integrated learning strategy proposed is 

used to optimize the integration and finally realize the classification and detection of diabetic retinopathy. In addition, to 

verify the effectiveness of the method in this paper on a small sample data-set, based on the two-dimensional entropy of 

the image, multiple sub-datasets are constructed for verification. The results show that, compared with the existing 

methods, the integrated method for the classification and detection of diabetic retinopathy proposed in this paper has a 

good detection effect on a small sample data-set. 
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1. Introduction 
Since 2000, approximately 151 million adults have had diabetes 

worldwide[1]. Today, 9.3% of adults between the ages of 20 and 80 
have approximately 460 million people with diabetes[2]. In 2010, 
relevant organisations predicted that diabetes patients worldwide 
would reach 438 million by 2025. There are still four years, but it has 
exceeded the predicted value of 25 million people[3]. The most 
common complication in the patient population is diabetic retinopathy 
(DR), the leading cause of vision impairment and blindness in some 
adult patients[4]. Feature extraction is the key to image classification 
and detection. Furthermore, the grey histogram is a method of 
extracting image features in early research. It is widely used in image 
processing because of its simplicity and efficiency, Liu et al.[5] and 
Wang et al.[6] proposed the local binary mode texture feature 
extraction method, which is simple and easy to implement and has 
strong robustness to the change of grey level. Lu et al.[7] investigate 
reduction feature extraction’s complexity and time consumption by 
extracting image pathological features and adding pathological  
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location information to the feature space to improve performance. Thanh et al.[8] proposed a method to extract 
the shape feature of the lesion from the binary-segmented image according to the ABCD principle and track it 
with the original image to obtain the colour and texture features of the image. In clinical treatment, the 
diagnosis method for diabetic retinopathy is still by professional doctors observing the colour fundus images 
of the retina with the naked eye. So, the disease can be detected and treated early, and it can effectively help 
patients avoid blindness and reduce the blindness rate to 5%. Therefore, early detection and treatment of 
diseases are significant for diabetic patients and the world. This paper introduces an integrated method for the 
classification and detection of diabetic retinopathy proposed based on each of which is a shallow convolutional 
neural network. The detail proposes a wavelet transform-based fundus blood vessel segmentation method to 
achieve the feature extraction of fundus blood vessels at the same time. Combine the design of the shallow 
convolutional neural network model and propose a method that can be applied to small the classification and 
detection method of diabetic retinopathy of the sample data set. 

2. Background 
The current medical image processing field lacks high-quality annotated training samples, which leads to 

the fact that traditional machine learning algorithms and deep learning detection algorithms cannot achieve 
good detection results[9]. Ensemble learning combines some simple base learners for better results[10–13]. 
Usually, ensemble learning uses a single base learner and ensemble strategies such as the mean method and 
voting method to synthesise the output results of all base learners[12]. To sum up, the classification-detection 
ensemble method proposed in this paper consists of L-base learners to extract pathological features of different 
scales contained in retinal fundus images. In order to obtain a good classification and detection effect of 
diabetic retinopathy on a small sample data set, it is necessary to use an ensemble learning method to integrate 
the output results of each base learner to improve the detection accuracy. Currently, most of the existing 
ensemble learning methods are based on the average or voting method of the output results of all basic learners 
to optimize the detection effect. However, these ensemble methods are applied in multiple fields, such as 
machine learning and image classification. There seems to be little theoretical basis to explain their 
effectiveness. This paper introduces a simple and effective ensemble learning method, which optimizes the 
model detection effect by improving the performance of the strong base learner and reducing the performance 
of the weak base learner, which is called the performance ensemble strategy, which can be expressed as shown 
in Equations (1) and (2), respectively. 
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where, L is the number of basic learners, and ai is the classification accuracy of the i basic learner, which means 
∑ 𝑎௜

௅ିଵ
௜ୀ଴  is the sum of the classification accuracy of all basic learners.

Therefore, as shown in Equation (2), after determining the category of the input sample, Ai reflects the 
classification accuracy of the i basic learner and its influence on the total ensemble learning model; that is, Ai 
represents the i basic learner. The classification performance of each base learner accounts for the weight value 
of the performance of all base learners and satisfies the condition 0 ≤ i ≤ L – 1. Neti(p0, p1, …, pn–1) represents 
the output result of the i basic learner when the sample is input to the ensemble learning model, where jp 
represents the probability value that the input sample in the i basic learner belongs to the j class, and satisfies 
ሺ0 ൑  𝑗 ൑  𝑛 െ 1ሻ . Since diabetic retinopathy includes five lesion categories: no lesions, mild lesions, 
moderate lesions, severe lesions and proliferative lesions (p0, p1, …, pn–1), its output vector contains a total of 
n = 5 probability values. When an example is an input, C will decide the class it belongs to base on the outputs 
of all basic learners. The influence of the base learner on the classification outcomes of the model will be 
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greater than that of other base learners, according to Equations (1) and (2), if the classification accuracy of the 
base learner is higher than that of other base learners. This is because the weight value of the base learner is 
larger than other base learners. 

Furthermore, it is identified as a strong base learner. On the contrary, if its weight value Ai is small, it is 
regarded as a weak base learner, less influencing the final classification result. Therefore, based on the 
performance integration strategy proposed in this paper, the role played by strong base learners in the 
classification process will be enhanced, while the role played by weak base learners will be weakened. At 
present, there are still many challenges in the classification and detection of diabetic retinopathy in the field of 
medical image processing: 

1) Manual detection method: The clinical treatment of diabetic retinopathy still relies on professional 
ophthalmologists for manual detection. This method not only consumes a lot of work-forces and material 
resources but also mainly relies on the prior knowledge of ophthalmologists. Knowledge and medical 
experience test results are subject to more significant subjective influence. 

2) Machine learning detection method: The traditional detection methods based on machine learning 
algorithms are mainly based on clustering, supervised learning, statistical analysis and other methods. This 
type of detection method is not only susceptible to the influence of the algorithm itself but also requires manual 
feature labelling and feature selection. 

3) Deep learning method: The deep learning-based diabetic retinopathy classification and detection 
system proposed by Google in 2019 have achieved good detection results[4], but its detection model not only 
has a large number of parameters and a complex structure but also requires a lot of the training samples are 
labelled and cannot be applied to small-sample datasets. 

3. Proposed method 
In order to offset this effect between features as much as possible, it is often necessary to normalize the 

data before model training to solve the comparability between features. After the original data is normalized, 
each feature vector is in the same order of magnitude, which is more conducive to speeding up the convergence 
speed of neural network training and improving the model training effect shown in Equation (3). 

𝑛𝑜𝑟𝑚 ൌ
𝑥௜ െ 𝑚𝑖𝑛ሺ𝑥ሻ

𝑚𝑎𝑥ሺ𝑥ሻ െ 𝑚𝑖𝑛ሺ𝑥ሻ
 (3)

where, xi represents the pixel value of the image, and max(x) and min(x) represent the maximum and minimum 
values of the image’s pixels. Let the pixel value and the average gray value of the surrounding pixels be 
determined for each pixel in the image. The comprehensive qualities of the pixel, such as its gray level value 
and the distribution of neighboring pixels’ grayscale values, will then be reflected in the binary group. Equation 
(3) illustrates how many times the binary group (i, j) appears in the image. That is, the frequency, M and N are 
the width and height of the image, respectively, then Pi,j represents the probability of the occurrence of the 
dyad (i, j). 

Therefore, the two-dimensional entropy of the image can be expressed as shown in Equations (4) and (5), 
respectively. 
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The process of data pre-processing is mainly divided into four: the black border of the fundus image, 
meaningless images polluted by noise, and images with low light, before the classification and detection of 
diabetic retinopathy, as shown in Figure 1. 

 
Figure 1. The pre-processing for a database. 

Figure 2 displays the internal layers, pooling layers, and fully linked layers of three base learners as well 
as the general topology of a neural network model. The L-base learners have different convolution kernel sizes, 
which are used for the convolution layer to extract image features under different receptive fields. A pooling 
layer is added after the convolution layer to maintain data validity and alleviate overfitting. 

Table 1 shows the pathological characteristics and data sample distribution characteristics of the 5 disease 
stages more clearly and intuitively. The classification criteria for lesions in diabetic retinopathy are as follows: 

1) Net0 is no lesions: Normal fundus, no diabetic retinopathy, such as no macula, no exudate, no retinal 
hemorrhage and other lesions.

2) Net1 is mild lesions: Some pathological features such as yellow-white or grey spots in the retinal fundus 
image. 

3) Net2 is moderate lesions: Some pathological features such as yellow, red spots and exudates in retinal 
fundus images. 

4) Net3 is severe lesions: There are pathological features such as partial spots, exudates, and bleeding 
spots in the retinal fundus image. 

5) Net4 is proliferative lesion: Various pathological features such as spots, exudates, vascular or combined 
vitreous hemorrhages, and fundus micro-aneurysms in retinal fundus images. 

4. Result and discussion 
The diabetic retinopathy detection selects data-set Aptos from the Kaggle International Competition 

website for method validation and analysis. The data-set contains 35,126 colour RGB images of the retinal 
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Figure 2. The proposed multi-scale shallow neural network model. 

Table 1. Data set sample distribution table. 

Category Disease stage Sample size 

Net0 No DR 25,810 

Net1 Mild DR 2443 

Net2 Moderate DR 5292 

Net3 Severe DR 873 

Net4 Proliferative DR 708 

fundus and is divided into 5 disease stages according to the degree of diabetic retinopathy. Figure 3 clearly 
shows the comparison of the histogram before and after equalization processing in the original image in Figure 
3(a) cannot reflect the pathological characteristics of the retinal fundus very well due to insufficient lighting. 
Combined with the histogram data in Figure 3(c). It can be seen that the pixels of the three channels of R, G, 
and B are mainly distributed in a small range between 50 and 150. After the histogram equalization pre-
processing, the overall brightness of the fundus in Figure 3(b) is improved, the pixel distribution range of the 
three channels in Figure 3(d) is expanded to between 0 and 255, and the pixel distribution is relatively uniform. 
Finally, the channels can be combined to complete histogram equalization. In summary, the histogram 
equalization pre-processing operation enhances the dynamic range of the grayscale difference between pixels, 
which is more conducive to improving the classification and detection of diabetic retinopathy.

By way of illustration, using Net0, the first convolution layer has 16 convolution kernels with a size of 
13 × 13, and the second layer has 36 convolution kernels with a size of 8 × 8. The most recent Net0 learner has 
fully connected 128-dimensional features. The training loss and accuracy of the five basic learners are 
displayed in Figure 4 to make it easier to observe how they were trained using the same data-set and the multi-
scale shallow neural network ensemble model. As the loss value falls during training, the accuracy curve of 
the base learner Net0 shows an upward trend. The neural network converges, the accuracy increases to around 
0.77, and the loss value decreases to about 0.75 when the number of iterations approaches 700. Similar 
tendencies may be seen in the loss of values and accuracy of the other basic learners. Table 2 displays the 
categorization accuracy and model iterations of all basic learners. Figure 4 and Table 2 show that varied 
neural network model parameters do in fact influence the model’s convergence speed and classification  
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(a) Original image (b) Equalized image 

 
(c) Original image histogram 

 
(d) Image histogram after equalization processing 

 
(e) The experiment—the number of base learners. 

Figure 3. Histogram equalization processing. 
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Table 2. The number of iterations and accuracy of the base learner. 

Classification accuracy Iterations number

Net0 0.76 700

Net1 0.79 800

Net2 0.81 600

Net3 0.77 700

Net4 0.79 900

(a) Loss magnitude (b) Accuracy rate 
Figure 4. The basic learner training.

Table 3. Basic learner network structure parameters.

Convectional neural network Multi-scale shallow neural network Connected layer Output result

Net0 16 × 13 × 13 36 × 8 × 8 1 × 128 1 × 5 

Net1 16 × 7 × 7 36 × 5 × 5 1 × 128 1 × 5 

Net2 16 × 10 × 10 36 × 8 × 8 1 × 128 1 × 5 

Net3 16 × 6 × 5 36 × 6 × 5 1 × 128 1 × 5 

Net4 16 × 6 × 5 36 × 4 × 3 1 × 128 1 × 5 

accuracy. This experimental finding demonstrates that it is possible to improve classification and detection of 
photos of diabetic retinopathy by applying the performance ensemble technique to optimize the output results 
of the multi-scale shallow neural network model.

In Figure 4, according to the previous exploratory experiments, when the number of basic learners of the 
ensemble model proposed in this paper increases from 2 to 5, its classification accuracy will increase from 82% 
to 86%. Nevertheless, when the number exceeds 5, the accuracy is no longer significantly improved. Therefore, 
while considering the efficiency of the ensemble model, this paper uses 5 basic learners to integrate the output 
results of the multi-scale shallow neural network ensemble model. The basic learners can be expressed as Neti 
and 0 ൑  𝑖 ൑  4. The specific settings for each basic learner are listed in Table 3, including the convolution 
kernel size and the input and output of the fully connected layer. 

In Figure 5, the classification accuracy of each base learner is lower than that of the 3 different ensemble 
models. Although Net2 performs the best classification accuracy and convergence speed among all base 
learners, its results are still 1%–4% lower than the 3 ensemble models. According to the findings, the three 
ensemble methods’ average classification accuracy is 4.6% greater than that of the five base learners. This 
serves as another evidence that the multi-scale shallow neural network ensemble model is a practical and 
efficient way to enhance the classification effect for medical images. 
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Figure 5. The accuracy comparison between the basic learner and different integration strategies. 

5. Conclusion 
This paper introduces a newly proposed method for classifying and detecting diabetic retinopathy images 

that can be applied to small sample datasets. The method consists of a multi-scale shallow neural network 
model proposed in this paper and the performance integration strategy. The multi-scale shallow neural network 
is used to extract pathological features under different receptive fields in retinal fundus images, and then the 
performance integration proposed in this paper is used. The strategy integrates and optimizes the output results 
of multiple base learners to obtain the final detection result. This method addresses the lack of high-quality 
annotated training samples in the current medical field. The experiment’s result approved that the proposed 
method has a good detection effect on a small sample size of diabetic retinopathy image data set through multi-
angle comparative analysis.
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