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ABSTRACT 

Electric power production data has the characteristics of massive data scale, high update frequency and fast growth 

rate. It is significant to process and analyse electric power production data to diagnose a fault. High levels of informa-

tionalisation and intellectualization can be achieved in the actual details of developing a Power Plant Fault Diagnosis 

Management System. Furthermore, cloud computing technology and association rule mining as the core technology based 

on analysis of domestic and foreign research. In this paper, the optimised Apriori association rule algorithm is used as 

technical support to realise the function of interlocking fault diagnosis in the intelligent fault diagnosis system module. 

Hadoop distributed architecture is used to design and implement the power private cloud computing cluster. The functions 

of private cloud computing clusters for power extensive data management and analysis are realised through MapReduce 

computing framework and Hbase database. The leakage fault cases verify the algorithm’s applicability and complete the 

correlation diagnosis of water wall leakage fault. Through analysing the functional requirements of the system in the 

project, using MySQL database and Enhancer platform, the intelligent fault diagnosis management system of cloud com-

puting power plant is designed and developed, which realises the functions of system modules such as system authority 

management, electronic equipment account, technical supervision, expert database, data centre. The result shows that the 

proposed method improves the security problem of the system, the message-digest algorithm (MD5) is used to encrypt 

the user password, and a strict role authorisation system is designed to realise the access and manage the system’s security. 
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1. Introduction 
With the continuous introduction of advanced equipment and tech-

nology by power generation companies based on the standby operation 
network, the type and quantity of equipment are increasing. The number 
of parameters and status information is increasing day by day, the update 
frequency of data is high, and the growth rate is fast[1,2]. Due to the 
production plant of the equipment, business and technical standards are 
not unified, so the production data of electric power has a wide range of 
data sources on a large scale, and there are also isomerisation and diver-
sification phenomena in data types[3]. In summary, the scale and com-
plexity of power production data are not under the trend of continuous  
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growth. How to achieve efficient and unified man-
agement of power data has become the main contra-
diction[4]. A set of management systems that can 
manage and analyse big power data and realise 
highly intelligence has become a new demand for 
power generation companies[5]. The scale of power 
monitoring data is vast, but the value density in the 
data is extremely low. In the data processing of 
power generation companies, the most widely used 
is the research in the direction of fault diagnosis 
based on data mining[6]. In power production, fault 
diagnosis is vital to ensuring power safety and stable 
production. When the equipment fails, it may cause 
immeasurable losses. Determining the fault’s loca-
tion, time, type, and cause is significant. However, 
due to the different data acquisition systems, many 
problems such as complex data sources and massive 
data scales have appeared. However, traditional data 
mining techniques are in fault diagnosis. It has 
achieved a wealth of results and technical applica-
tions, but in the “big data” processing problem, its 
data processing capabilities are too hard to meet the 
new demands of the major power companies[7,8]. The 
development of cloud computing in recent years pro-
vides a platform for data mining techniques to pro-
cess “big data”, enhancing the computing power of 
traditional data processing technology[9,10]. The de-
velopment of cloud computing has brought new op-
portunities to discover the value of electric power in 
big data.  In 2003, Google proposed “cloud compu-
ting”, which integrates network technology based on 
traditional computer technology, including distrib-
uted computing, parallelisation technology, virtuali-
sation technology and network storage that provide 
strong scalability, strong fault tolerance, and regula-
tion of large size and low cost[11–13]. It has the prop-
erty of super large-scale, and it provides distribution 
in the form of a computer cluster. Distributed parallel 
processing technology allows users to experience 
unparalleled computing power. 

Cloud computing technology is currently stored 
in medical data besides good storage results, real-
time traffic data, and weather data analysis[14]. The 
cost of cloud computing is low, and there are no 
complicated requirements for the servers in the clus-
ter establishment. In power generation enterprises, 

abundant server resources can be used to support the 
foundation of cluster construction in cloud compu-
ting technology and fully use idle servers in power 
plants for cluster construction. With the help of cloud 
computing’s large scale and fast computing speed, 
integration with traditional data mining technology 
can more effectively realise the management and 
analysis of power monitoring data. The introduction 
of cloud computing technology into the power field 
has necessary research. However, the application in 
the power industry is still in the exploratory stage, 
and it needs to be further improved when it is used in 
power production[15,16]. 

The processing and analysis of electric power 
production data are necessary to grasp the production 
status. The company’s commissioned project serves 
as the basis for the research and development of an 
intelligent fault detection management system for 
power plants that uses cloud computing technology. 
First, build private cloud computing clusters, and 
then for Apriori’s time-consuming and long-term 
processing of large-scale data sets, the use of cloud 
computing MapReduce technology is used to paral-
lelise the design. The water wall leaking failure case 
is also used to evaluate the algorithm’s viability. Fi-
nally, based on the above, the intelligent fault diag-
nosis management system for power plants based on 
cloud computing is developed. Second, cloud com-
puting technologies such as HDFS, MapReduce, and 
Hbase. System research and development require-
ments are analysed, and a cloud computing cluster 
construction plan is designed. Hbase and Hive are 
implemented in the cluster. The MapReduce tech-
nical support and provide cloud computing infra-
structure. The optimisation and application of the 
Apriori association rule algorithm based on cloud 
computing. 

2. Related background 

2.1 Association rules mining technology 

Data  mining  refers  to  processing  data  in  some  
way,  calculating  and  analysing  information  hid-
den  behind  the  data, so  the  data  mining  process  is  
essentially  the  knowledge  discovery[17]. The process 
of knowledge discovery is shown in Figure  1, and  it  
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is  divided  into  three  steps  in  a  broad  sense: pre-pro-
cessing  data,  converting  the  data  into  a  unified  for-
mat  that  can  be  analysed; for different purpose, us-
ing different data mining algorithms to dig out the 

knowledge, explaining and evaluating the 
knowledge; expressing knowledge as a form of un-
derstanding. 

 
Figure 1. The process of knowledge discovery. 

The associated rule mining is one of the 
branches of data mining technology. It proposes to 
discover the potential connection between transac-
tions from data. The main implementation method is 
to find frequent items from the transaction data set 
and then generate the relationship between transac-
tions between frequent items, which usually refers to 
this relationship as an associated rule. There are 
many types of association rules. According to differ-
ent situations, it can be divided into the Boolean type 
and numerical type, single layer and multi-layer, sin-
gle-dimensional and multi-dimensional; commonly 
associated rules are Apriori algorithms. It evolved 
from them[18,19]. Implementing the associated rules 
mining algorithm requires many definitions, theo-
rems, and parameters[20–23]. Details are as follows: 

Definition 1: i = {i1, i2, …, IM} is the set of 
transaction sets. Ik (k = 1, 2, …, n) is called item 
(item), and the set of items is called item set. The 
item set containing the k-item is called the k-item set. 

Definition 2: d = {d1, d2, …, dm} is a transaction 
database. Di (i = 1, 2, …, m) is called transaction. 
Each transaction is generally represented by the 
unique identifier TID. Let X be the transaction set, 
and when only X ⊆ Ddi, the transaction Di contains 
the items X. 

Definition 3: Association rules are indicated as 
X ⇒ Y (X ⊂ i, Y ⊂ i, x ∩ y = φ). X is the preceding 
paragraph of the rules, and y is the later item of the 
rule. The excavation process of associated rules re-
fers to the expression of X ⇒ Y from the affairs li-
brary. If effective restrictions are not set, the transac-
tion database will include an unlimited number of 
associated rules. Since people only need some of 
these rules, the evaluation standards that need to set 
analysis are needed. 

The evaluation standards are shown in defini-
tion 4. 

Definition 4: Support, confidence and im-
provement. 

1) Supporting indicates the frequency of trans-

actions in the concentration of projects. Assuming 

that S% of S% in D contains both projects set x and 

project set Y, S% indicates the support of association 

rules X ⇒ Y and records as Support (X ⇒ Y). The 

calculation as Equation (1). 

Support (X ⇒ Y) = 
|்ሺ௑⋃௒ሻ|

|்|
 

(1) 
where the database contains the number of transac-
tions of X⋃Y|T(X)|, T(X⋃Y) is the total number of 
transactions in the transaction library. 
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2) The confidence reflects the intensity of the 
associated rules X ⇒ Y. For the transaction in D of 
the project, the existence of C% of the project also 
includes the project Y. C% indicates the confidence 
of the associated rule X ⇒ Y and records it as confi-
dence (X ⇒ Y). The calculation as Equation (2). 

Confidence (X ⇒ Y) = 
|்ሺ௑⋃௒ሻ|

|்|
 

(2) 
|T(X⋃Y)| is the number of transactions contain-

ing X⋃Y in the transaction database; |T(X)|, the num-
ber of transactions containing X in the database. 

3) Lifting degree indicates the validity of asso-
ciation rule X ⇒ Y. When it is less than 1, the associ-
ation rule X ⇒ Y is invalid; when it is greater than 1, 
the association rule X ⇒ Y is valid, and the larger the 
value, the stronger the validity; when it is equal to 1, 
it means that X and Y are independent of each other. 
The calculation as Equation (3). 

Lift = 
஼௢௡௙௜ௗ௘௡௖௘ሺ௑ ⇒ ௒ሻ

|்ሺ௑ሻ|
 

(3) 
where, |T(Y)| is atthe number of transactions th  

in the database Y ncontai .  
Definition 5:  The support of the itemset  X  is 

not less than the set minimum support min-sup, and  
X  is called frequent item sets. If  X  is a frequent k-
item set, then  X  is called a frequent k-item set. 
Theminimum  support  is  the  minimum  statistical  
standard  of  itemsets, and  the  support  of  frequent 
items  must  be  greater  than  or  equal  to  the  given 
minimum  support. The  minimum  confidence  min-
conf  is  responsible  for  measuring  the  lowest  relia-
bility  of  the  association  rules  and  it  is  responsible 
for ensuring the accuracy of the association rules. 

2.2 The process of the Apriori algorithm 

The implementation process of the Apriori al-
gorithm is shown in Figure 2. The main steps 
through the connection operation and the pruning 
operation: The connection operation is responsible 
for connecting frequent k-item sets to generate can-
didate (k + 1)-item sets; in the pruning operation, 
calculate the support for all candidate item sets; if 
the calculated support degree is less than the set min- 
imum support threshold or the sub-item of the candi- 

 

 
Figure 2. Apriori algorithm flowchart. 

date item set is not a frequent item set, delete this 
item from the candidate item set[24–26]. 

There are many challenges in mining meaning-
ful association rules in large datasets. The principle 
of the Apriori algorithm is simple and easy to imple-
ment, but the algorithm implementation requires 
much computation to identify all frequent item sets. 
In the process, it needs to traverse the database many 
times, resulting in an exponential increase in the run-
ning time and complexity of the algorithm. It is con-
cluded that the problems existing in the Apriori algo-
rithm are as follows[27]: 

(1) Identifying frequent items requires multiple 
scans of the transaction database, and the database 
needs to be scanned repeatedly during the connection 
operation and pruning operation. Either of the above 
will increase the I/O load, reduce the calculation rate, 
and require much time to calculate. 

(2) The connection operation will generate 
many candidate item sets, which can be handled 
calmly when the data is small. However, in the face 
of massive data, redundancy will occur, increasing a 
load of calculation and storage to a certain extent and 
reducing the algorithm efficiency and directly affect-
ing the accuracy of mining results. 

(3) The minimum support and minimum confi-
dence thresholds are set based on the user’s subjec-
tive evaluation. There are significant differences in 
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the rules generated by different users when generat-
ing rules, which requires many experimental verifi-
cations and it is difficult to mine scientifically nor-
mative, valuable rules. 

3. Proposed method 

3.1 Apriori algorithm based on MapReduce 

In implementing the Apriori algorithm, the min-
imum support is the minimum statistical standard of 
the item set. The support of the frequent items in the 
association rules must be greater than or equal to the 
given minimum support min-sup, and the minimum 
confidence min-conf is responsible for measuring 
the association. The reliability of rules is responsible 
for ensuring the accuracy of association rules, so in 
practical applications, the choice of minimum sup-
port and minimum confidence will affect the final 
calculation result[28]. For now, in the process of Apri-
ori algorithm generating rules, the settings of mini-
mum support and minimum confidence are mainly 
artificially set, and it takes many experimental con-
figurations to calculate valuable rules, and different 
combinations are required. It will also lead to differ-
ent results. In order to overcome this difficulty, save 
time and improve the effectiveness of algorithm min-
ing, this paper uses the weight coefficient to set the 
threshold function of the minimum support degree 
and the minimum confidence degree as: 

⎩
⎪
⎨

⎪
⎧ 𝑓 ൌ ෍ 𝜆௜ ∙ 𝑝௜

௡

௜ୀଵ

෍ 𝜆௜ ൌ 1     𝜆௜ ൐ 0

ଶ

௜ୀଵ

 

(4) 

where, P1 is the parameter of the association rule al-
gorithm to be solved; λi is the weight parameter; P1 
and P2 represent the minimum support and minimum 
confidence, λ1 and λ2 represent the importance of P1 
and P2, respectively, and the weight coefficient λi is 
responsible for controlling the importance of the two 
threshold parameters, and then control the final opti-
misation result. According to the calculation needs, 
the value space of f and ip is set, the threshold func-
tion is solved by the method of ImCSO algorithm 

optimisation, and the ideal minimum support and 
minimum confidence are obtained[29]. 

3.2 Improved chicken swarm optimisation 
(CSO) algorithm 

Chicken swarm optimisation (CSO) is an algo-
rithm proposed in 2014 to simulate the hierarchical 
system and group behaviour in chicken flocks[30]. 
The algorithm divides the flock into roosters, hens 
and chicks. The hens also include mother chickens. 
The rooster is the best individual in the group and 
actively seeks food. The hens follow the rooster to 
find food, and the chicks follow the mother chickens 
look for food[31,32]. Suppose NR represents the num-
ber of roosters, NH represents the number of female 
chickens, NC represents the number of chicks, and 
NM represents the number of mother chickens. 
There are the following rules: 

(1) Individual roosters: Compared with roosters 
with poor fitness, roosters with better fitness are 
more likely to obtain food. The following conditions 
can simulate this situation: 

xi,j(t + 1) = xi,j ꞏ(1 + Randn(0, σ2)) 

(5) 

𝜎ଶ ൌ ቐ

1                      𝑖𝑓 𝑓௝ ൏ 𝐹𝐾

𝑒𝑥𝑝ሺ
𝑓௞ െ 𝑓௝

ห𝑓௝ห ൅ 𝜀
ሻ𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

   𝐾 ∈ ሾ1, 𝑁ሿ, 𝐾 ് 𝑖 

(6) 

where, Randn(0, σ2) gaussian distribution with mean 
value 0 and standard deviation σ; ε is used to avoid 
segmentation errors and is the smallest constant in 
the calculation; K represents the index of another 
rooster individual. 

(2) Individual hens: The more dominant hens 
have an advantage in competing for food, and the 
mathematical method is expressed as follows: 

xi,j(t + 1) = xi,j(t) + S1ꞏRand.(xr1,(at) – xi,j(t)) + 

S2ꞏRand.(xr2,j – xi,j(t))  

(7) 

𝑆ଵ ൌ 𝑒𝑥𝑝
𝑓௜ െ 𝑓௥ଵ

𝑎𝑑𝑠ሺ𝑓௜ሻ ൅ 𝜀
 

(8) 
S1 = exp((fr2 – fi)) 

(9) 
where, Rand [0,1] uniformly distributed random 
numbers; r1 represents the best individual rooster in 
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the group where the i–th hen belongs; r2 represents 
any individual randomly selected from the flock ex-
cept chicks and r1 ≠ r2. 

(3) Individual chicks: The chicks move around 
the mother chicken to find food. The rules are as fol-
lows: 

xi,j(t + 1) = xi,j(t) + Fꞏ(xm,j(t + 1) – xi,j(t)) 

(10) 
where, F is a random number between 0 and 2 that 
specifies how far the chicken and its brood should go 
in quest of food. To a certain extent, the individual 
chick does not directly follow the position of the in-
dividual rooster. The chicks are easily lost and fall 
into the local optimum, affecting the algorithm’s 
overall efficiency. To optimise this phenomenon and 
update Equation (10) as follows: 

xi,j(t + 1) = xi,j(t) + η1(xm,j(t) – xi,j(t)) + η2(xr,j(t) – 

xi,j(t)) 

(11) 

𝜂ଵ ൝
𝜂ଵ ൈ

𝑡௠௔௫ െ 𝑡௡௢௪

𝑡௠௔௫
, 𝜂ଵ ൑ 𝜂௠௜௡

𝜂௠௜௡, 𝜂ଵ ൑ 𝜂௠௜௡ 
 

(12) 

𝜂ଶ ൝
𝜂ଶ ൈ

𝑡௠௔௫ െ 𝑡௡௢௪

𝑡௠௔௫
, 𝜂ଶ ൑ 𝜂௠௔௫

𝜂௠௔௫, 𝜂ଶ ൑ 𝜂௠௔௫ 
 

(13) 

where, m represents that the chicks in the subgroup 
follow the corresponding individual mother chickens, 
r represents the individual of the rooster correspond-
ing to the chicks in the subgroup; η1 represents the 
degree factor that chicks learn from mother chickens; 
η2 represents the degree factor of the chick learning 
from the rooster; ηmin the set minimum value of the 
influence factor; ηmax the maximum value of the set 
influence factor; tmin the minimum number of itera-
tions set; tmax the maximum number of iterations set; 
tnow represents the current iteration number. 

3.3 Implementation of ImCSO-Apriori algo-
rithm based on MapReduce 

Bare bones minimum of trust. The CSO algo-
rithm is used to solve the minimal support and the 
minimum support that best match the calculation re-
quirements; the weight coefficients are designed to 
confine the two thresholds. The minimal support and 

minimum confidence threshold functions must be 
designed before the parallel design of the algorithm 
can begin. This section focuses on using MapReduce 
to implement a parallel version of the Apriori algo-
rithm[33,34]. 

The design of the Apriori algorithm based on 
MapReduce is a combination of cloud computing 
and association rule technology[35]. In the code sec-
tion, the “key, value, key-value” pair is summed and 
counted to derive the final I support. If support is less 
than min-sup, a label I as a set of frequently occur-
ring items (and output the processing result as a new 
key-value pair). Label the set of items that do not sat-
isfy the above relationship as “infrequent items”; la-
bel the set of infrequent items as “infrequent itemset 
Linf”; and remove the set of infrequent itemset Linf 
from the transaction database. In the end, the confi-
dence of the frequent itemset is calculated, and the 
strong connection rule is established by confidence, 
with the item defined as a “non-frequent item”. In the 
case where confidence is more than the minimum 
confidence threshold, the rule is considered strong, 
and the results are output[36]. 

CSO is used to restrict the “frequent item sets”, 
which determines the minimum support degree. The 
Apriori algorithm’s Map and Reduce operations are 
developed, compiled, and installed on the computer 
cluster. In the first processing phase, the algorithm 
sorts and calculates the Map function to produce a 
candidate item set and then constructs the I, sup(I)l > 
format based on that set. Figure 3 depicts the algo-
rithm’s flowchart. 

4. Result and discussion 
This paper uses cloud computing to parallelise 

Apriori for the massive scale of power plant data. In 
the experiment, a large number of different data sets 
are considered to verify the performance of the opti-
mised algorithm. The experimental data set includes 
real data sets and synthetic data sets. The experiment 
aims to verify whether the Apriori algorithm opti-
mised in this paper can have sufficient capabilities. 
To deal with large-scale data sets and verify whether 
the algorithm can improve the mining speed in fre-
quent mining item sets. During the experiment, we  
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Figure 3. Flowchart of the MapReduce-based ImCSO-Apriori algorithm. 

will mine 200,000, 2,000,000, and 20,000,000 rele-
vant transaction records, with 200,000 coming di-
rectly from the network and the remaining 200,000 
synthesised from self-compiled data. 

Case 1: The number of distinct elements in a 
data collection comprising 200,000 transaction rec-
ords might range from eight to twenty. The original 
Apriori technique and the revised algorithm in this 
study are used to mine frequent item sets in the data 
set correspondingly. When mining a set of 200,000 
transaction records, it was discovered that there were 
anywhere from eight to twenty unique things. In Fig-
ure 4, the I-Apriori-MR curve depicts the optimised 
algorithm, and the Apriori curve represents the orig-
inal approach. The original Apriori approach for fre-
quent mining item sets has a shorter running time 
than the optimisation algorithm based on MapRe-
duce when the number of single items is kept con-
stant. The execution times of both algorithms 

increase exponentially. However, the optimisation 
method does so more slowly than the original Apri-
ori. Both algorithms become more time-consuming 
to run as the number of things increases; however, 
once the number of items reaches 16, both algo-
rithms speed up significantly and become much 
more efficient. 

 
Figure 4. Comparison of mining time for frequent item sets of 
5.2 million of data. 
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a) The y-axis scale is logarithmic. 

 
b) The y-axis scale is linear. 

Figure 5. Comparison of mining time of frequent item of 62 
million of data. 

Case 2: In this experiment, we utilise the origi-
nal Apriori technique and the revised algorithm to 
mine frequent item sets in a dataset of 2,000,000 
transaction records, where the number of individual 
items ranges from 0 to 20. In this paper, the Apriori 
curve represents the original approach, while the I-
Apriori-MR curve represents the optimised version 
(see Figure 5). It is clear that the original algorithm’s 
mining performance improves when the number of 
items in the data set is less than 10 and that it de-
grades once the number of items in the data set rises 
above 12. An essential portion of the optimisation al-
gorithm’s runtime is devoted to mining frequently 
occurring item sets. It is faster than the original algo-
rithm’s computation time, and the effect is more pro-
nounced as the number of unique things increases; 
both techniques take a significantly longer time as 
the number of unique items grows, but the latter 
takes a much longer time when mining frequent 
items. There is only a modest but steady increase in 

the optimisation method’s running time, and its 
speed is far higher than that of the original algorithm. 
Although the original Apriori approach offers ad-
vantages in data processing, when the number of in-
dividual items is small, the optimisation algorithm in 
this study is not considerably different from the orig-
inal in terms of running time. The optimised algo-
rithm in this research increases stability and calcula-
tion speed advantages as the number of individual 
items increases. 

Case 3: It was found in this experiment that the 
processing time of the standard MapReduce-based 
Apriori technique and this paper to remove non-fre-
quent items was substantially lower while working 
with a data set comprising 20 million transaction rec-
ords than it was when using the original algorithm. 
The Apriori algorithm uses MapReduce to optimise 
a set. However, this method is slower. The number 
of things mined from a batch of 20 million data 
points ranges from 4 to 18, and two algorithms are 
employed to do it. Furthermore, an example of a 
standard MapReduce-optimized algorithm, Apriori-
MR, can be seen in Figure 6. Compared to Apriori-
MR, the algorithm optimised in this study has a 
lower running time when the number of individual 
items is constant. When there are fewer projects, the 
benefit is more noticeable; when more projects are 
added, the running time cost of the algorithm im-
proved in this work shows an exponentially increas-
ing trend compared with the running times of the fre-
quent item sets, and the gap between the two will 
progressively reduce. 

 
Figure 6. Comparison of mining time for frequent item of 720 
million of data. 
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Case 4: When the transaction data volume is 2 
million, and the number of projects is 10, the running 
time of the ImCSO-Apriori algorithm based on 
MapReduce parallel optimisation in this paper is 
compared and analysed under different nodes. Fig-
ure 7 shows that as the number of nodes in the clus-
ter increases, the time required for the optimised 
Apriori algorithm to calculate in the cluster de-
creases exponentially, and the more the number of 
nodes in the cluster, the faster the processing speed 
of the algorithm. In data processing with a certain 
amount of data, when the number of nodes increases 
to a certain level, the increase in computing speed 
decreases. Therefore, according to different data 
scales and computing requirements, the number of 
nodes in the cluster can be increased to improve clus-
tering. 

 
Figure 7. Comparison of mining time of frequent under m dif-
ferent nodes. 

5. Conclusion 
In this paper, the Apriori algorithm is designed 

in parallel using MapReduce technology, and a tech-
nical means of “determining infrequent items and re-
moving infrequent itemsets” is proposed, reducing 
redundancy and improving the processing speed of 
the algorithm. The processing speed and significant 
data processing capability of the ImCSO-Apriori al-
gorithm are based on MapReduce parallel optimisa-
tion. The optimised algorithm is applied to the corre-
lation analysis of transmission line faults, and the 
correlation diagnosis of transmission line faults is re-
alised. The following conclusions were drawn from 
the experiments: 

(1) Since the cloud computing cluster requires 
some time during the parallel assignment allocation 
procedure, the standard Apriori technique offers 
more significant benefits in the case of low data vol-
ume than the algorithm developed in this paper pro-
vides less time. 

(2) For big datasets, the classical Apriori tech-
nique has a little running time when doing frequent 
item mining for a small number of project individu-
als, but it is not far behind the optimisation algorithm 
presented in this study in mining speed. The en-
hanced algorithm shown in this paper processes data 
more reliably, takes less time to calculate and com-
pletes projects more quickly when dealing with large 
numbers of project participants. 

(3) The classic Apriori technique is unable to 
execute reliable mining on a huge data set, but the 
approach of deleting infrequent item sets based on 
MapReduce has additional advantages, a shorter run-
ning time for the algorithm and higher throughput. 
However, it is possible to cause too many infrequent 
itemsets when the number of items is too big. Still, 
there are substantial processing needs when the oc-
currence-infrequent item sets are excessively mas-
sive. This paper’s optimised technique is well-suited 
for power plant fault data analysis mining and anal-
ysis due to its ability to process and analyse massive 
amounts of power plant data effectively. 
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