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ABSTRACT

By the calculations of national center for biotechnology information from COVID 19 pandemic, number of

meningioma tumor patients are increasing in world. Identifying the meningioma tumor and its position in brain is not

easy task by using deep neural networking based medical imaging. But it is needed to identify meningioma tumors in

brain by using AI based medical imaging for the purpose of medical artificial intelligence technology innovation.

Comparing to neural network results with recurrent neural network results can give accurate results. For identifying the

patients’ present condition and prediction of future behavior by using recurrent neural network is need for us. Increase

the accurate results for neural networking based medical imaging in health care is very expensive. By using recurrent

neural networks (RNN) algorithm with many hidden layers for identification of tumor(s) in human brain with high

accuracy by comparison of existing images in our data base with new unknown medical image with low cost. In this study

first we are collecting the masks of skull from MRI image and dividing the masks to different types of datasets depending

on age criteria like a child age, middle age and old age with two types male and female. Then we can get totally 6 types

of datasets. All these masks of MRI images to binary imaging by using morphological erosion concept after that storing

that masks in data sets then collect the new MRI image and comparing its mask part of skull with existing dataset in

recurrent neural networks.
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1. Introduction

A brain tumor is a growth of cells in the brain or near it[1]. Brain

tumors can happen in the brain tissue. Brain tumors also can happen

near the brain tissue[1]. Tumors can be cancerous. From the reports of

national brain tumor society[2] of USA, seven lakhs’ people are

suffering with primary diseases of brain tumor and 88,970 citizens of

USA[3] are diagnosed in 2022. This is very unfortunate thing that in

entire world 78% of death rate for the year 2022 is because of brain

tumors only[4]. Generally, we have two types of brain tumors in

humans[5]. One is the primary[6] and another is metastatic brain tumor[7].

Primary tumor can start from the group of connected cells in brain and

metastatic tumors can originate in another parts of human body[8] and

pull up stakes to the brain[9]. these tumors are treated as a cancer[10].

Due to metastatic tumors only, human can get the lung cancer, breast
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cancer, kindly and skin cancers[11]. The metastatic tumors can spread from one part of the human body to 

another part of the human body. The first tumors did not spread from one part to another part of the human 

body. The types of human brain tumors included 9 types of tumors those are gliomas and related brain tumors, 

choroid plexus tumors, embryonal tumors, germ cell tumors, pineal tumors, meningiomas, nerve tumors, 

pituitary tumors, and other brain tumors. By the symptoms like drowsiness, feeling very hungry and gaining 

weight. Trouble with balance, feeling very tired, speech problems, vomiting, fatigue, sleep problems, memory 

problems etc. with these only we can identify that, person is suffering from brain tumor. To identify brain 

tumors, we have so many methods. but no one method is not giving accurate results of brain tumors. Brain’s 

main part is the cerebrum. Tumors in human brain can be originate in different parts of the human brain’s 

cerebrum might cause different symptoms[12]. Those are the if tumor is originated at the front of the human 

brain then the patient will get the balancing problems and walking problems if the tumor is originated at middle 

of the brain then the patient will get sensing problems[13], vision problems and hearing problems, If the tumor 

is originated[14] at back part of the human brain, then the patient can lose the vision[15] if the tumor is originated 

at the lower part of the human brain then the patient[16] can get problems in smell and taste as shown in Figure 1. 

 
Figure 1. Brain tumor and meningioma tumor[14]. 

2. RNN of AI 

RNN plays important role in deep learning. the following figure shows the recurrent neural network. The 

below figure illustrates the concept of recurrent neural networks[15] this figure contains x, y, h, x is the input 

layer and y is the output layer and h is the hidden layer. In hidden layer only multiple tasks are running. In 

recurrent neural networks only we can get accurate results comparing to conceptual neural networks.as shown 

in Figure 2. 

 
Figure 2. Concept of recurrent neural networks. 

In modern research, we have many methodologies[17] to find out the position of the tumor in human bran. 

But we are not getting accurate results for the brain tumors by using the modern research. In this study we are 

increasing the accuracy of the results for the brain tumors by using RNN algorithm in the stage of object 

detection of MRI images of brain tumor from DICOM format. After identifying the tumor in MRI images, we 

have to apply data extraction algorithms on that object of a images after then we have to compare that object’s 

position with existing images of our data base then only by comparing with it all existing images, we have to 

predict that tumor position. 
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3. Literature review 

The literature survey of this papers presented in Table 1 as follows: 

Table 1. previous studies for the current researches. 

SNO Title Reference Methodology Pros Cons 

1 MRI-based brain tumor detection 
using convolutional deep learning 
methods and chosen machine 
learning techniques. 

[1] Pre-processing MRI 
images, feature 
extraction, and 
classifcation by 
various classifers. 

Precision, 
recall, and F-
measure of 2D 
CNN. 

Classification 
accuracy rates of 
machine learning 
classifiers. 

2 Identification of meningioma 
patients at high risk of tumor 

recurrence using MicroRNA 
profiling. 

[2] Novel 2D CNN 
architecture, 

meningioma; 
prognosis; 
recurrence; miRNA. 

Convolutional 
auto-encoder 

neural network. 

Convolutional 
auto-encoder 

network. 

3 Falling and drowning detection 
framework using smartphone 
sensors. 

[3] FaDD framework. Machine 
learning model 
and parameter 
tuning. 

Logistic model 
trees. 

4 A novel method for classifying 
liver and brain tumors using 
convolutional neural networks, 
discrete wavelet transform and 
long short-term memory 
networks. 

[4] A CNN-DWT-LSTM 
method. 

Biomedical 
image 
processing. 

Classification of 
brain tumor. 

Issues in existing methodology 

In our literature review we observed many research articles, but no one is not got the accurate results for 

identifying the tumor in exact position of human brain. And medical imaging complications are very serious 

and it causing a illness. 

4. Materials and method 

In this study we collected meningioma MRI scanned images. These meningioma MRI scanned images 

datasets are collected from national library of medicine and created six types of meningioma MRI scanned 

images’ datasets those are the child male, child women, middle-aged male, middle-aged women, old age male, 

old age women. Every data set contains minimum 250 meningioma MRI scanned images of meningioma 

patients. All images are categorized in 6 categories. And every MRI image is converted to binary image and 

collected skull part of all binary images and stored in that datasets only. Based on image properties we can 

compare the skull part of new image with existing images if any skull part of binary image in any data set is 

matching with new image’s skull part, then we can identify the position of new image’s patient’s health 

condition in this paper we used recurrent neural networking algorithm for identification of meningioma tumor. 

To identify it we have so many techniques belongs to neural network only. But up-to now no one is giving 

accurate results with exact position of tumor in brain by using recurrent neural network. In this paper we used 

recurrent neural network concept to identify the tumor by comparing it existing MRI images with new image. 

4.1. Process 

Our process is to identify the brain tumor can contains the following steps. 

Step 1: giving MRI image as an input. 

Step 2: converting input image to gray scale image[10]. 

https://pubmed.ncbi.nlm.nih.gov/31035406/
https://pubmed.ncbi.nlm.nih.gov/31035406/
https://pubmed.ncbi.nlm.nih.gov/31035406/
https://pubmed.ncbi.nlm.nih.gov/31035406/
https://pubmed.ncbi.nlm.nih.gov/31035406/
https://pubmed.ncbi.nlm.nih.gov/31035406/
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Step 3: converting gray scale image to binary image. 

Step 4: selecting skull part of binary image by morphological erosion[12,13]. 

Step 5: comparing the skull part of binary image with existing skull part of binary images of meningioma 

data sets those are available in our datasets. 

Step 6: after completion of comparison, if any image is matched with our new image, then based on 

existing image data, we can identify the person’s tumor position[18]. As shown in Figure 3. 

 
Figure 3. Process diagram of model. 

5. Results and discussion  

5.1. Grayscale image 

Converting the color MRI image to gray scale by using MAT lab then get the gray scale image. The 

following figure shows the MRI image and gray scaled image (Figure 4).  

 
Figure 4. Difference between MRI scan image and grayscale image. 
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5.2. Binary image 

Converting the gray scale image to binary image by using MAT lab. The following figure shows the gray 

image and binary image. As shown in Figures 5 and 6. 

 
Figure 5. MRI image to gray scale image. 

 
Figure 6. Gray scale image to binary image. 

5.3. Morphological erosion 

If we want to remove the floating points and thin lines of images, then we can use this method. By using 

this we can select sub area of an image and removes the unwanted area of the image. In our study of work, we 

are applying the morphological erosion technique on input MRI image for selecting the skull region of it.as 

shown in Figure 7. 

 
Figure 7. Before erosion of the image and after erosion of the MRI image. 
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By getting the tumor from the morphological erosion concept we have to compare with all images of all 

datasets. if any image is matching with current image. Then we can identify the current image’s patient’s tumor 

position. 

6. Conclusion and future work 

In this study we collected meningioma diseased images from different locations. And every meningioma 

diseased MRI scanned image is converting to grayscale image and after only it will be converted as a binary 

image and then select the skull part of each binary image through morphological erosion and store in our data 

sets. And select any new MRI scan image and convert it to gray scale image and then convert it to binary image 

then compare with all images of our data set. If any image is matching with the new image, then we can identify 

the position of tumor based on matching image. 
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