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ABSTRACT 

The integration of AI in our daily lives is rapidly increasing, offering numerous benefits to society. In a Smart City 

context, said integration is almost implicit: Smart Cities allow for a stream of data upon which AI is not only used but 

developed and trained. There are however concerns about the unpredictability and uncontrollability of AI, prompting calls 

for transparency and explainability of its underlying machine-learning algorithms. To ensure useful and understandable 

explanations of inherent biases, policymakers should focus on the concrete risks and biases of algorithms in relation to 

specific legal contexts. This article examines the legal implications of AI, including potential regulatory frameworks, the 

impact on privacy and intellectual property laws, and ethical issues. It also explores governance drivers and policy 

processes of AI regulation and governance in the European Union. Then, after focusing on the newest Artificial 

Intelligence Act—viewed both under a fundamental right and a smart city AI integration perspective, it is argued that a 

three principle-based approach to AI deployment in smart cities is needed to balance inefficiencies derived from the 

inherent complexity of AI, namely: fairness, privacy and transparency. 
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1. Introduction 

Taken as a whole, Artificial Intelligence (AI) poses threats to both 

individuals and potentially entire societies[1,2], especially in a Smart 

City[3,4]. Fundamental rights, such as the right to self-determination[5], 

privacy and protection of data[6], freedom of expression and assembly, 

non-discrimination, the right to an effective remedy and a fair trial, and 

consumer protection, may be violated by AI[7,8]. In particular, the 

articulation of AI problematics within the smart city revolves around 

itself in a self-feeding loop, as the more technology is deployed to solve 

and deal with urban complexities, the more complex a smart city ends 

up being, with even more issues to be addressed both legally and 

practically. These problematics are almost entirely related to the 

treatment of end users’ data[9]. 

The legal implications of AI need to be considered by 

governments, businesses and individuals as the technology develops 

and becomes more sophisticated. With the proliferation of public 

transport, local taxes, police records, traffic sensors and weather 

stations, cities generate huge amounts of data. This type of information 

needs to be collected and analysed to produce results that can be used 

to improve a city. However, there is far more data in its raw form than 

anyone could ever hope to view, interpret or evaluate. 

Artificial intelligence can process vast amounts of data from a 

variety of sources, enabling the discovery of insights that can be used 
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to increase the effectiveness and efficiency of city operations while reducing associated costs. A significant 

portion of a city’s public infrastructure is under-utilised, over-utilised or inefficiently utilised at any given time 

due to a lack of real-time data and tool to use it[10]. AI-powered smart city systems can collect and analyse data 

from a wide range of municipal services. In smart cities, a combination of AI and analytics based on data 

collected by sensors throughout the urban environment can solve a variety of problems, including traffic 

congestion and crime[11,12]. 

The globalisation of technology and its applications has given rise to numerous legal issues related to 

artificial intelligence. Robotics, machine learning and natural language processing are just a few examples of 

the many different types of technology that fall under the umbrella of AI. As AI technology advances, more 

challenging legal issues arise. 

Since 2016, policymakers, industry, civil society, think tanks, media and consultancies around the world 

have been engaged in intense discussions about the types of policies and governance that would enable the 

development and socially beneficial use of artificial intelligence and help mitigate the associated risks[13–15]. 

Globally, according to the OECD Artificial Intelligence Index Report of 2021, more than 50 countries 

(including the European Union) have developed or are in the process of developing a national AI policy[16], 

while a 2019 global survey identified a total of 84 AI ethics guidelines[17]. 

These policy documents and ethics guidelines have been published in response to recent developments in 

artificial intelligence (AI), which is defined as a system that exhibits intelligent behaviour by analysing its 

environment and taking action[18]. While ground-breaking developments in the field of artificial intelligence 

(AI) occurred as early as the 1950s and 1960s, more recent advances in hardware and big data[19] have enabled 

the application of AI in a variety of fields, including education and health, as well as transportation[20] and the 

military[21]. 

Against a potential backdrop, the European Union (EU) has been actively debating how it can promote 

the creation and application of AI, what kind of AI it wants to create, and how it can contribute to the 

advancement of AI globally. Initially, the EU’s main concern was that it would fall behind North America and 

Asia. According to the report “10 Imperatives for Europe in the Age of AI and Automation”, written by 

McKinsey & Company for the EU Heads of State Tallinn Digital Summit in September 2017, Europe is making 

progress but still lags behind the US and China[22]. The report specifically notes that Europe as a whole is 

lagging behind in external AI investment, with total investment of $3 billion to $4 billion in 2016, compared 

with $8 billion to $12 billion in Asia and $15 billion to $23 billion in North America[22]. The report is significant 

and is cited in key EU documents on AI, including the 2020 AI white paper[23], the 2018 AI strategy[18] and the 

coordinated plan[24]. 

2. Defining artificial intelligence in a smart city context 

Defining the subject matter of regulation is crucial from a legal regulatory perspective, as it defines the 

scope of the regulation itself. However, because so many different scientific disciplines are directly or 

indirectly affected by AI, as are so many different social groups, each perspective has its own interpretation of 

what AI is and what it means for that particular discipline. There is no widely accepted technical description 

of what artificial intelligence is or could be, as evidenced by the fact that neither computer science nor 

informatics are specifically addressed in the European Artificial Intelligence Act (AIA)[25]. 

Legal definitions must meet, to varying degrees, the following criteria: inclusiveness, precision, 

comprehensiveness, practicality and durability. Definitions are overbroad if they are too narrow in scope to 

achieve the regulatory objective, and under-broad if they cover matters that are not covered by the regulatory 

objective[26]. The principle of the rule of law calls for precision, thoroughness and practicability because of the 
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need for the principles of proportionality, legal clarity, predictability and applicability of the law[27]. 

Permanence may seem at odds with the idea of future-proof legislation, but it is based on the legal principle 

that abstract general rules are created for a wide range of applications, rather than having to be applied to each 

individual case. 

The difficulties defining AI in smart cities from a legal perspective begin with the lack of a “generalisable” 

or consistent definition of what artificial intelligence is across domains. Definitions of artificial intelligence 

(AI) have changed significantly over time, resulting in an extremely ambiguous term[26]. 

The difficulty in identifying AI is an example of how difficult it is to regulate technology and smart cities 

overall. Hence, the regulatory objective should be focused on the practical protection of legal rights as well as 

the dogmatic principles of fundamental rights. However, there are other ways to support the relevance of 

legally protected interests. The precautionary principle states that certain high-risk objects and processes 

should not be subject to additional requirements to bring them under legal control unless they pose a significant 

risk to important legal interests[28]. The problem with AI is that its impact is either insufficiently measurable, 

not yet measurable or not measurable at all[29]. This seems to be one of the reasons why many plans seem to 

focus more on the technology itself than on how it will affect people and legally protected interests. The 

proportionality principle states that the less factual information is provided, the more complex a predictive risk 

assessment must be. 

Therefore, only the interplay between the technological functionality and the application context can be 

used to determine the risk profile of AI systems. The principle of proportionality and equal treatment requires 

that different systems be treated differently in terms of existing legal rights, as different systems have quite 

different risk profiles[30]. 

Defining the topic artificial intelligence dates back to 1956 when McCarthy first used the word “AI”, later 

describing it as “the science and engineering of making intelligent machines”[31]. The concepts of acting 

humanely, thinking humanely, thinking rationally and acting rationally have been central to many subsequent 

definitions[32], for instance, AI is described in the Encyclopaedia Britannica as “the ability of a computer or a 

robot controlled by a computer to do tasks that are usually done by humans because they require human 

intelligence”[33]. These classic definitions all refer to intelligence in humans, which is just one example of how 

psychology, cognitive science and neuroscience have long been closely associated with artificial intelligence 

(AI)[34]. More recently, interdisciplinary studies have move forward the definition of AI, conjugating it with 

the smart city context. ‘Urban AI’ is in fact defined as the “relationship between artificial intelligence systems 

and urban contexts, including the built environment, infrastructure, places, people, and their practices”[35]. 

According to this advanced definition, there is a pressing need for a coordinated effort to investigate urban AI 

as an interdisciplinary research theme, which entails examining the connections between AI, the physicality 

of spaces, people’s lives, and the ethical and political aspects of urban AI globally[36]. Urban AI may, in theory, 

have an impact on regional dynamics, city and state governance, and worldwide competitiveness between 

cities and states. It may also have an impact on the dynamism between urban, rural, and suburban areas. In 

order to completely understand these events, it is crucial to present relevant ideas, approaches, and associated 

research subjects from other domains. 

The term “artificial Intelligence” (AI), however, is criticised from a humanities perspective, because 

intelligence is a natural human quality. It is said that because AI is not equivalent to human intellect, the term 

is politicised, imprecise or even untrue[37]. The question of what intelligence “actually” is and what 

philosophically feasible modes of decision making are at the forefront of the partly philosophical consideration 

of what AI might be. Since human intelligence is the measure most often used to evaluate machine intelligence, 

the concepts of human intelligence and machine development have long been intertwined. An AI is said to be 

intelligent if it is able to act in a way that humans would act, or even better[38].  
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Combining ideas from computer science and electrical engineering, artificial intelligence and decision-

making develop methods for analysing and synthesising systems that engage with the outside world through 

perception, communication, and action in addition to learning, making decisions, and adapting to a changing 

environment. Duan et al. provide an extensive review of how decision making evolved within AI technologies 

thanks to the development of big data[39]. 

The words “decision automation”, “decision augmentation”, and “decision support” indicate the varying 

degrees to which AI and analytics may be utilised to seek faster, more reliable, more flexible, and higher-

quality decisions at scale, especially in a workplace environment[40]. 

Artificial neural networks are used to simulate human computational and learning abilities; the main 

difference between the operation of neurons and human thinking is that neurons operate at a sub-symbolic 

level. On the other hand, conscious human thought seems to operate at a symbolic level[34]. 

Even ignoring the technological scope, different forms of intelligence[41] could lead to different definitions 

of AI. Thus, from a legal perspective, intelligence seems to be linked to a kind of autonomy (another hotly 

debated idea) resulting from the ability to adapt[42]. Against this background, the law currently takes into 

account several types of autonomy in the field of artificial intelligence (also known as “in the loop”), such as 

in Art. 22 of the General Data Protection Regulation (GDPR)1. These levels focus on the degree of human 

involvement in the AI-driven decision-making process. Because neither autonomy nor intelligence can be 

adequately defined, context-based definitions are the only way to create legal provisions that are consistent 

with legal certainty and the rule of law. 

After all, AI systems raise very different issues depending on who, where and for what. Even if both use 

AI systems, it is difficult to compare, for example, an autonomous weapons system with a spam filter. In fact, 

this one example shows how pointless it would be for politicians to pass a comprehensive Artificial Intelligence 

Act that would regulate the whole phenomenon from the top down, under the control of an Artificial 

Intelligence Agency. It therefore seems that ‘algorithms’ and ‘AI’ do not need a single, all-encompassing 

definition, but policy makers should focus is more on different characteristics of different algorithms and AI 

applications, and how they are applied in practice[43]. 

Taken together, the current definitions of AI fall short of the most important needs for legal definition. 

They are highly ambiguous and overly inclusive, and it is questionable whether they are understandable or 

workable[26]. Any kind of regulation of AI is therefore hampered by the lack of a generally accepted 

definition[44]. Moreover, since the law is concerned with defining the danger of an AI, the applicability of a 

more restrictive meaning of the term is questionable. The fact that an AI meets the definition does not 

necessarily mean that its use is without risk[45]. 

3. The European approach to artificial intelligence regulation 

Although AI has only recently become a focus of EU policy, concerns that the EU is falling behind the 

US and Asia (most recently China) in science, technology and innovation have been a key driver of European 

integration in research and technology policy since its inception in the 1950s, and were prominent in the launch 

of the European Research Area in 2000 and the Europe 2020 strategy for smart, sustainable and inclusive 

growth[46]. 

However, the following remark demonstrates how the EU seeks to set itself apart from the US and China 

by emphasizing its moral, human-centric, and value-based approach[47]: 

“There is strong global competition on AI among the USA, China and Europe. The USA leads for now 

but China is catching up fast and aims to lead by 2030. For the EU, it is not so much a question of winning 
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or losing a race but of finding the way of embracing the opportunities offered by AI in a way that is 

human-centred, ethical, secure, and true to our core values.” 

Many EU institutions and individuals have been involved in the development of EU policy on AI. The 

main EU policy documents on AI are listed chronologically in Table 1. In addition to these important 

achievements, numerous other papers and opinions from EU institutions[48], experts[49] and stakeholders[50] 

have contributed to in-depth discussions on the EU approach to AI[14,15]. 

Policy makers, stakeholders and experts have drawn inspiration from past examples of successful 

European integration, as well as developments in other countries and sectors, in developing an EU strategy. 

An overview of global projects from the US, China, Japan, the UK, Germany and the United Arab Emirates is 

included in the report of one of the European Commission’s early AI policy seminars[51]. The seminar also 

proposed the creation of a CERN-style organisation for AI research, a large-scale facility that is seen as one of 

the major successes of European integration in research[52]. 

Table 1. Timeline of the European artificial intelligence regulation process. 

Date Institution Description 

Feb 2017 European Parliament Recommendations on Civil Law Rules on Robotics[53] 

Apr 2018 European Commission Artificial Intelligence for Europe[18] 

Dec 2018 European Commission Coordinated Plan on Artificial Intelligence[24] 

Apr 2019 European Commission Ethics Guidelines for Trustworthy AI[54] 

Feb 2020 European Commission A European Approach to Excellence and Trust[23] 

Apr 2021 European Commission Fostering a European Approach to Artificial Intelligence[55] 

Apr 2021 European Commission Artificial Intelligence Act proposal[56] 

Jun 2021 European Data Protection Board Joint opinion with the Data Protection Supervisor[57] 

Dec 2021 European Central Bank Opinion on harmonised rules on AI[58] 

Sep 2022 European Commission AI Liability proposal[59] 

Dec 2022 European Council Final position on the AIA proposal[60] 

May 2023 European Parliament Position adopted by key committees on the AIA proposal[61] 

3.1. The artificial intelligence act 

Since at least 16 July 2019, artificial intelligence laws have been expected in Europe. On that day, Ursula 

von der Leyen made a commitment to propose new AI laws 100 days after her election as President of the 

European Commission. 

According to the website of the European Data Protection Supervisor, the AIA is “the first initiative, 

worldwide, that provides a legal framework for Artificial Intelligence (AI)”[62]. Whether or not this is the case 

(for instance, the US National AI Initiative Act—2021), the AIA is one of the most significant regulatory 

actions taken to date on a global scale. A vision of AI that seeks to benefit the economy, society and the 

environment is generally a good starting point for ensuring that the development of AI in the EU is morally 

sound, legally acceptable, socially equitable and environmentally sustainable. 

The EU is positioning itself as a single point of contact for AI applications, as well as for the management 

of personal data (GDPR). When demonstrating compliance with the new legislation, AI companies and 

providers will be dealing with the EU rather than individual Member States. Each Member State will designate 

a national authority responsible for the supervision of AI. To ensure consistent application of the AI Regulation, 

including the list of prohibited AI practices and high-risk systems, a new European Artificial Intelligence 

Board (EAIB) will work with national regulators and EU lawmakers. See Figure 1 below for a hierarchical 
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schematisation of the different risk levels presented in the AIA. The AIA will be incorporated into the GDPR, 

the Digital Services Act[63] and the Digital Markets Act[64], which, once passed, will regulate online platforms 

and services. In the end, we have to take all this into account. When this “legislative square” is completed, the 

EU will have created a “digital constitutionalism”[65] for an infosphere where its citizens can live and work 

better. Make it a pentagon if you add the Data Governance Act[66], or a hexagram with the legislative proposal 

on the European Health Data Space[67]. 

 
Figure 1. Artificial Intelligence Act Risk Levels (Source: Author compilation). 

Without much surprise, the AIA regulation is structured in a similar fashion than the GDPR, without the 

regulatory power of the pan-European board. In this situation, too, one might expect a ‘harmonising’ effect, 

similar to that of the GDPR. An explicit and trusted legal framework will facilitate cooperation between the 

EU and other nations. While China and the US won’t take the same approach as the EU, they still need to work 

with the EU. China may use the AIA as a model to develop legislation specific to its view of AI[68]. Roberts et 

al.[69] show that US is more likely to take an antitrust approach, but the AIA could have an impact on state-

level legislation, as it did with the California Consumer Privacy Act[70]. A future EU-US Trade and Technology 

Council could also provide a common platform[71].  

But what can we take from the AIA from a regulatory perspective? The fundamental approach of the 

GDPR, which is based on the defence of human dignity and fundamental rights, is carried over into the AIA 

from an ethical point of view. Even if the AIA (proposal) is less flexible, top-down and focused on protecting 

citizens’ rights than the GDPR. This is still a core element of its legal lookout.  

3.1.1. The artificial intelligence act: A smart city regulation?  

Article 5 lists the forbidden usages of the AI: in its first paragraph, point (a)2, what is known as nudging 

in a Smart City context, is directly targeted. Nudging is in fact a major problem in smart cities[72] and Art. 5 

considerably addresses said practice. However, other known usages of AI in a smart city context that have 

been deemed doubtful are not listed in point (a), such as the surveillance and identification of citizens[73]—for 

instance on the Chinese model[74,75]. Point (b) and (c) theoretically target the above-mentioned usages, but point 

(d) provides broad and blanket exceptions3 making the previous ban moot. It is interesting to note that Article 

5(1) (a) (nudging) and (b) (discrimination) of the EU AI Act only address a small number of deficiencies. See 

Table 2 below for the full description of AI practices prohibited by Art. 5 of the AIA. 

 

 



 

7 

Table 2. Prohibited AI practices by Art.5 of the Artificial Intelligence Act. 

Manipulation of 

Behaviour 

Manipulation and Exploitation 

of Vulnerable Groups 

Social Scoring Biometric real-time identification 

Placing on the 

market, putting into 

service or use of an 

AI system that 

deploys subliminal 

techniques beyond a 

person’s behaviour 

consciousness with 

the objective to or the 

effect of materially 

distorting a person’s 

behaviour in a 

manner that causes or 

is reasonably likely to 

cause that person or 

another person 

physical or 

psychological harm. 

Placing on the market, putting 

into service or use of an AI 

system that exploits any of the 

vulnerabilities of a specific group 

of persons due to their age 

disability, or a specific social or 

economic situation, with the 

objective or the effect of 

materially distorting the 

behaviour of a person pertaining 

to that group in a manner that 

causes or is reasonably likely to 

cause that person or another 

person physical or psychological 

harm. 

Placing on the market, 

putting into service or use 

of AI systems for the 

evaluation or classification 

of natural persons over a 

certain period of time based 

on their social behaviour or 

known or predicted 

personal or personality 

characteristics, with the 

social score leading to 

either or both of the 

following: 

⚫ detrimental or 

unfavourable treatment of 

certain natural persons or 

groups thereof in social 

contexts which are 

unrelated to the contexts in 

which the data was 

originally generated or 

collected; 

⚫ detrimental or 

unfavourable treatment of 

certain natural persons or 

groups thereof that is 

unjustified or 

disproportionate to their 

social behaviour or its 

gravity. 

The use of ‘real-time’ remote biometric 

identification systems in publicly 

accessible spaces by law enforcement 

authorities or on their behalf for the 

purpose of law enforcement, unless and in 

as far as such use is strictly necessary for 

one of the following objectives: 

• the targeted search for specific 

potential victims of crime; 

• the prevention of a specific and 

substantial threat to the critical 

infrastructure, life, health or physical 

safety of natural persons or the prevention 

of a terrorist attacks; 

• the detection, localisation, 

identification of a natural person for the 

purposes of conducting a criminal 

investigation, prosecution or executing a 

criminal penalty for offences e referred to 

in Article 2(2) of Council Framework 

Decision 2002/584/JHA and punishable in 

the Member State concerned by a 

custodial sentence or a detention order for 

a maximum period of at least three years, 

or other specific offences punishable in the 

Member State concerned by a custodial 

sentence or a detention order for a 

maximum period of at least five years, as 

determined by the law of that Member 

State. 

Source: General Approach of the Council of the European Union (December 2022)[60]. 

Article 10, under the “high risk” AI (authorised with limits), allows the usage of public data, including 

public transport and personal data, if the data is not used for discrimination for specific categories. 

This is, to say the least, a very doubtful choice, as the problem in the usage of public data is that it is 

mostly not consensual data.  The article tries to limit the usage of said data (article 10 (5))4, but the original 

instruments lack outright ban on usage of public data, especially when not immediately linked to an individual 

natural person. 

The only provision in the EU AI Act that explicitly refers to Article 9 of the GDPR is indeed Article 10(5), 

but only to limit Article 9(1)’s ability to allow monitoring, detection and correction of bias in high-risk AI 

systems[76]. 

Therefore, while the EU AI law seeks to complement the GDPR and provide sufficient protection for 

individuals’ fundamental rights to privacy and data protection, this goal remains aspirational for now. 

Does the EU AI law really provide protection against violations of fundamental rights? The stated goal 

of the act was to establish full compliance with current EU law and to strengthen the protection of fundamental 

rights provided by EU secondary legislation such as the GDPR[77]. The GDPR was created to enhance the right 

to privacy and data protection in the digital age, but it is insufficient to comprehensively address the significant 

reliance of AI on personal data[78]. The EU AI Act seeks to address these gaps and harmonise with the GDPR 

through its Article 10 on data governance[78]. 

It is still debatable whether the two pieces of legislation work together effectively enough. For example, 

the GDPR’s guidelines on data collection and processing are not explicitly included in the EU AI Act (GDPR, 
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Articles 5–14, 16–18, 21). Additionally, without any mention of the GDPR, some broad and not easily 

achievable characteristics that data sets should have are listed in Article 10(3) of the EU AI Act and a somewhat 

ambiguous reference to data governance and management strategies is made in Article 10(2) of the EU AI 

Act[76]. 

The promotion of innovation and economic progress and the protection of fundamental rights are in 

competition within the Act, which is what makes it unique. The only way to resolve this internal conflict is for 

AI providers (i.e., AI developers and deployers) and users to comply with a set of strict requirements for the 

high-risk AI systems defined in Annexes II and III. 

In reality, the way in which EU AI law assigns responsibility to AI companies and users compromises its 

approach to the protection of fundamental rights. Traditional thinking holds that fundamental rights serve to 

protect the individual from the state[79]. This view is supported by the EU AI Act, which sets out rules for AI 

providers and users to follow, yet it does not subject them to fundamental rights obligations. What the Act 

does is replace fundamental rights with some form of Transparency and accountability in the decision, namely 

article 135 on one side and 12–14 on the other. Additionally, the Act does not take into account the average 

usage of the AI in the smart city, which is both invisible and hard to grasp: as usages are linked to urbanism, 

the average user suffers from the Zeno’s grain paradox perspective6. Sure, one very specific usage of the AIA 

may be hard to grasp, but thousands of them will have massive effects, while still impossible to distinguish 

one another. 

The EU AI Act could be seen as a mediated way of protecting fundamental rights as a result. However, 

fundamental rights serve as a benchmark for interpretation. Given the serious risks posed by these systems, 

the requirements for AI providers and users to demonstrate compliance with the standards for high-risk AI 

systems appear weak from this perspective[80]. 

The governance, enforcement and redress mechanisms of the EU AI Act also appear to be ineffective[76]. 

It is primarily the provider’s responsibility to determine ex ante whether a high-risk AI system complies with 

the requirements of Title III, Chapter 2 of the EU AI Act. Normally, this is a self-conformity assessment 

without external control[57,77]. As this is primarily the responsibility of the AI provider, the quality of the risk 

management system to be put in place under Article 9 of the EU AI Act may also differ. 

Because of this lack of regulation, the EU AI Act gives AI providers a lot of leeway to make decisions 

that could potentially violate fundamental rights. Additionally, there does not seem to be an impartial 

organisation in charge of properly assessing whether the EU AI law has violated someone’s fundamental rights. 

As a result, no one can ultimately be held accountable if administrators, users or providers break the law. 

People will therefore have to use other legal systems to seek justice, which may reduce their level of legal 

protection[76]. The EU AIA is, as such, very lacking, especially in a smart city context. 

3.2. The emerging role of generative AI and EU law 

Rapidly altering how we communicate, create, and work is generative AI. Its effects will inevitably 

permeate all facets of society, from commercial growth to medical, education to research, and from 

programming to entertainment and the arts. AI with generative capabilities has enormous potential, but also 

carries tremendous danger. Currently, millions of people rely on them to create human-level text (e.g., ChatGPT, 

Luminous, Bing), pictures (e.g., Stable Diffusion, DALL-E 2), videos (e.g., Synthesia), or audio (e.g., 

MusicLM), and further options are in the works[81]. 

Soon, they may be included into employment tools that score and respond to job applicants, or hospital 

administration systems that generate letters to patients based on case files. Such multi-modal decision engines 

may help to a more effective and equitable allocation of resources by allowing professionals more time to 
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focus on substantive problems, such as real patient treatment[82]. Nonetheless, errors will be expensive, and 

hazards ranging from discrimination and privacy to insulting content must be addressed appropriately[83]. 

Already, the unrestrained capabilities of generative AIs may be utilised to elevate manipulation, false news, 

and damaging speech to a completely new level[84,85]. Consequently, the argument over how to regulate 

generative AI systems is intensifying[86,87]. 

In the EU and worldwide, AI policy has mostly concentrated on conventional AI models, not the next 

generation whose birth we are currently seeing. To more accurately reflect the reality of the expanding AI value 

chain, the terminology and duties under the AI Act and other relevant regulations should be revised. Some of 

these observations also apply to traditional AI systems; however, generative models are unique in that they 

produce output designed for communication or speech, which raises important and novel questions regarding 

the regulation of AI-enabled communication. 

Generative AI systems and the AI act 

The AI Act seeks to keep up with the rapid dynamics in the artificial intelligence technology sector. There 

are, however, a few reasons—some mentioned in Section 3.1.1—that show how recently established 

regulations do not do justice to the uniqueness of big AI models, particularly large generative AI models. First 

of all, as stated before, the term under Art. 3(1b) of the AI Act is excessively broad. Notably, they often work 

on a broader spectrum of situations than conventional models[88]. Conceptually, their “generality” may refer to 

their capability; domain of use cases and breadth of tasks covered[89]. Generative AI systems, in our opinion, 

must inevitably exhibit a high degree of generality in terms of its capabilities, tasks, and outputs, beyond the 

mere fact that they may be incorporated into several use cases (which also holds true for extremely simple 

algorithms). Nonetheless, the expansive definition of Generative AI systems under the AI Act (Council general 

approach) conflicts with this concept. According to this rule, every simple image or speech recognition system 

seems to qualify, regardless of the scope of its capabilities; however, this is a minority position in the 

Generative AI systems literature[89,90]. 

Second, a smaller definition would not prevent further difficulties. Large AI models are so versatile that 

most providers will not be able to utilise the exception in Art. 4(c) of the AI Act: by excluding all high-risk 

uses, they would not be acting in good faith, as they would have to be aware that the system, once released, 

will likely be used for at least one high-risk application. For instance, language models can be utilised to 

summarise or evaluate medical patient data, as well as student, employment, credit, and insurance applications. 

In the absence of a technically verifiable exclusion of misuse, generative AIs will be categorised as high-risk 

systems under the proposed clause. This, however, necessitates that they comply with the high-risk duties, 

including the implementation of a comprehensive risk management system, as stipulated in Article 9 of the AI 

Act. Given the variety of generative AIs, setting up such a system appears nearly impossible. This appears not 

just nearly excessively expensive but also improbable. 

Finally, the present regulations are anticipated to have substantial negative effects on the competitive 

environment around generative AIs. In fact, all companies, regardless of size, creating generative AIs and 

placing them on the market will be subject to the same strict high-risk requirements and liability risks under 

the new product liability framework[91]. Given the complexity of complying with the AI Act's standards, it 

seems likely that only major companies with substantial pockets (such as Google and Microsoft) will be able 

to fund the production of an AI Act-compliant system. Compliance is going to be too expensive especially for 

open-source developers. Consequently, the AI Act may have the unintended effect of increasing 

anticompetitive market concentration in generative AI development. For instance, similar impacts regarding 

the GDPR have also been proven[92]. 
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It seems therefore clear that the uniquity of generative AI systems requires ad-hoc solutions in terms of 

regulation. Obviously, the above objections and criticism do not imply that generative AI should not be 

regulated at all. Nevertheless, we feel a fresh strategy is required. Scholars have remarked that regulatory focus 

should move to deployers and users, i.e., those calibrating generative AI for high-risk concrete applications 

and using them[86]. 

In this sense, unique legal definitions are needed to capture the important participants in the AI industry 

chain. This includes developers, deployers, professional and non-professional users, and output receivers. Such 

a sophisticated comprehension is required to assign regulatory responsibilities to certain actors and activities 

in the AI value chain. The basic strategy taken by the EU Council with the AI Act fails to address the large 

generative AI value chain’s particularities. 

4. Implementing AI in a smart city: The matter of fairness, privacy and 

transparency 

In an urban smart city context, artificial intelligence technologies and solutions are already being used in 

a number of industries, including energy management, environmental monitoring, public safety, transportation 

and predictive maintenance[93]. 

Additionally, the environment for urban research has changed from being data-poor to data-rich. This 

means that a variety of sources, including sensors and cameras connected to buildings, factories, parks, roads, 

sidewalks and other urban features, can be used to synthesise heterogeneous real-time data. Artificial 

intelligence will in fact use source data from sensors, satellite imagery, and social media across space and time 

to produce outputs that enable more informed decisions on how to optimise urban operations[35]. 

Finally, the boundary between disciplines and urban applications has become blurred due to the increase 

in computing power and information technology. Collaboration between stakeholders and disciplines is often 

critical to effectively address complex urban challenges[94]. AI has the potential to revolutionise urban planning 

education and practice by providing planners with new tools to automate certain processes and make informed 

judgements[2]. However, ethical and regulatory challenges are still present and must be addressed in parallel to 

the deployment of AI technologies in Smart Contexts[3]. In particular, we find three main principles that a 

regulatory framework could base itself upon in order to balance inefficiencies derived from the inherent 

complexity of AI: fairness, privacy and transparency. 

4.1. Fairness 

The AI Act, whose preamble explicitly states that high-risk AI systems must be accompanied by 

instructions for use, including, where necessary, concise information on the risk of discrimination, was 

proposed by the EU in an effort to put the political position of fairness into practice. As we have seen, this has 

been done proactively. Others, however, have criticised the AI Act for not going far enough in reducing 

potential harm from bias in high-risk systems, pointing to the vague and non-committal terminology used in 

differential impact assessments and the lack of defined mechanisms for bias checks[95]. It is clear that a 

thorough understanding of AI fairness inspired by individual equality, proportionate systems and the right to 

redress is emerging, and interpretations will be limited by these aspects as more research is conducted to clarify 

these measurements. By comparison, the Chinese AI Ethics Principles also strongly emphasise the importance 

of fairness. Beyond these high-level concepts, however, the topic of AI fairness policies hasn’t been thoroughly 

explored until recently[96]. 

Although there is a strong focus on consumer empowerment in policy documents, which can be seen as 

an implicit pursuit of these goals, there aren’t many other sections dedicated to eliminating harmful bias. For 

example, according to the Draft Regulation on Recommendation Systems included in the Digital Services Act 
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(and its Article 17), users should be able to disable recommendations and tools for selecting or deleting user 

labels used in algorithmic recommendation systems that focus on their personal characteristics. While these 

regulations have the potential to give consumers more power to challenge unfair judgements, as only the tech-

savvy will be able to use them, they may instead lead to more unequal outcomes[69]. 

4.2. Privacy 

From the AIA perspective, the Privacy is broken down into the “protection of the individual”, which 

explains the GDPR references, and the technical privacy (i.e., cybersecurity and cybergovernance), which is 

referenced for high-risk system in article 15 of the Act7. 

Technical privacy can be brushed of easily in the EU context: multiple regulations rule the matter and 

provide ample and sufficient protection. One could have wished for a more detailed legal implementation of 

the current regulatory methods: for instance, the creation of a mandatory Data protection impact assessment. 

The need to conduct a Data Protection Impact Assessment may be triggered by the use of new technologies 

and the enhanced processing of data groups using artificial intelligence[97]. In combination with another activity 

from the Guidelines on Data Protection Impact Assessments, such as systematic monitoring, the use of cutting-

edge technology or the generation of biometric or generic information also requires an organisation in smart 

cities to conduct an assessment. In order to examine specific characteristics of artificial intelligence, such as 

robustness, efficiency, transparency, bias minimisation and liability, an enhanced privacy and data protection 

impact assessment is strongly recommended. 

When it comes to privacy, however, the “protection of the individual” perspective is not enough to cover 

the full problematics of the smart city. There are important factors that need to be taken into account in order 

to address the issues of privacy and artificial intelligence, especially in smart cities. To ensure that institutions 

are moving towards sound data management, privacy should be improved by default or design in smart cities[6], 

and not as an afterthought as it is currently in the AIA. Mandatory structures should include:  

• Data minimisation techniques are used in artificial intelligence execution techniques to ensure that only 

relevant data is collected, processed and retained by the system for intelligence according to the defined 

purpose.  

• Purpose limitation strategies such as isolating categories of data are another option to ensure that data sets 

are used for their intended purpose.  

• Security techniques such as pseudonymisation or anonymisation of probable information, implementation 

of access controls, encryption and audit logs are the final method of implementing artificial intelligence. 

Ensuring transparency (see section 4.3) could also help us overcome obstacles related to artificial 

intelligence and privacy. Institutions seeking to use artificial intelligence in smart city technologies should 

closely monitor transparency obligations to address the GDPR’s requirement for lawful, equal and transparent 

processing and the Ethics Guidelines for Trustworthy Artificial Intelligence’s transparency concerns[98]. 

Therefore, organisations may need to develop a layered model that includes symbols and marks around the 

city. 

Current administrative privacy notices can be revised to achieve a higher level of transparency. A legal 

justification for processing, such as public interest, should be at the heart of the review. Furthermore, 

organisations in smart cities can more effectively adopt and implement internal policies to demonstrate their 

compliance with the GDPR. There is a need to establish guidelines and accountability for communicating 

decisions facilitated by artificial intelligence to people[99]. 

4.3. Transparency 

Knowledge is not created in a vacuum, but through critical and transparent discourse within the epistemic 
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conditions of contemporary social organisation[100]. While openness fosters creativity, encourages criticism and 

guards against cognitive and other biases in society, it also ensures responsiveness, efficiency and 

accountability in government, which promotes effective governance[101]. Standard regulatory tools to create 

openness and thus to foster the growth of knowledge include individual access to information rights, mandatory 

disclosure rules or investigatory authorities granted to public authorities. The opacity of AI will ultimately 

determine whether these rights and obligations, collectively referred to as “access to information regulation”, 

can increase transparency in the case of AI[102]. Given the normative positions of those who would be adversely 

affected by transparency rules, it is also important to consider whether such rules can be created in a necessary 

and proportionate manner[102]. The capacity of individual stakeholders to process the knowledge gained 

through such regulation should be taken into account by regulators when deciding whether and to what extent 

to regulate access to information for AI. 

Unlike the two previous goals which are not met, we can affirm that the AIA has a decent protection of 

transparency (in high-risk AI cases): first of all, it asks that transparency should be implemented by design (art. 

13(1)), should include proper instructions according to a pre-determined template (13(2/3)), but also include 

proper human review (14), which must be allowed to answer problematic cases (Article 12).  

The treatment of digital technologies, including the usage of AI, must be universally understandable and 

manageable for users as well as for supervisory authorities and the general public[103]. In this sense, establishing 

trust is a precondition for establishing accountability and, in some situations, culpability. Strict legal 

restrictions can be avoided by carefully selecting where to incorporate, by moving activities to other parts of 

the group if doing so weakens the requirements that must be observed. Again, the AIA manages to convert that 

problem with a territorial application of the law to the whole EU (and adds a duty to inform and cooperate with 

the authorities, Article 22–23): one should hope its application will happen uniformly.  

Despite the fact that the digital transformation has opened up previously virtually inaccessible spaces for 

the generation, capture, and exploitation of information, technology design can still restrict access to the 

methods used and the outcomes. Collaboration in the creation of hardware and various program components 

can also lead to a lack of transparency. This is especially true when there is a lack of understanding of the 

“building blocks” originating from the other actors engaged and how these parts work. 

Although the black-box nature of information technology systems can be bypassed, such as through 

reverse engineering, doing so typically requires a high level of skill and the application of intricate techniques. 

Regulation, additionally, may become a barrier to transparency in situations when algorithms are recognized 

as trade secrets or as government secrets. This is, so far, the only element which the AIA regulation fails to 

address properly: what about state secrets?  

5. Conclusion 

The advancement of artificial intelligence technology has the potential to fundamentally alter the nature 

and scope of the law. However, the legal community must make sure that technology is used ethically and in 

accordance with the relevant rules. In order to provide oversight and guarantee that legal decisions made by 

artificial intelligence are fair, just, and in accordance with the law, this necessitates the development of new 

laws and regulations. 

In order for the legal profession to decide on the proper application of artificial intelligence in legal 

practice, it is crucial to ensure that its members are properly educated on technology and its ramifications. 

Integrating AI into the judicial system opens up a number of novel opportunities for enhancing effectiveness, 

accuracy, and fairness. Governments ought to consider enacting rules and legislation to ensure that AI-based 

technologies are applied morally and responsibly. In order to identify and manage any potential dangers that 
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may result from the usage of AI technology, legal professionals should also be knowledgeable about its use 

and effects. 

Regulators and legislators must move swiftly in all sectors to stay up with the unrestrained dynamics of 

emerging, constantly evolving AI technology. In order to preserve the decorum of online discourses and to 

establish a fair playing field for the creation and application of the next generation of AI models, both within 

the EU and outside of it, updated regulation is required. 

Finally, more investigation is required to assess the potential legal repercussions of AI and to create best 

practices for its ethical and responsible application. AI has the potential to be a significant instrument for 

preserving the effectiveness and justice of the legal system when used properly. 
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Notes 
1. Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on the protection of 

natural persons with regard to the processing of personal data and on the free movement of such data, and repealing 

Directive 95/46/EC (General Data Protection Regulation). 

2. “(a) the placing on the market, putting into service or use of an AI system that deploys subliminal techniques beyond 

a person’s consciousness in order to materially distort a person’s behaviour in a manner that causes or is likely to 

cause that person or another person physical or psychological harm.” 

3. “(d) the use of ‘real-time’ remote biometric identification systems in publicly accessible spaces for the purpose of 

law enforcement, unless and in as far as such use is strictly necessary for one of the following objectives: (i) the 

targeted search for specific potential victims of crime, including missing children; (ii) the prevention of a specific, 

substantial and imminent threat to the life or physical safety of natural persons or of a terrorist attack.” 

4. To the extent that it is strictly necessary for the purposes of ensuring bias monitoring, detection and correction in 

relation to the high-risk AI systems, the providers of such systems may process special categories of personal data 

referred to in Article 9(1) of Regulation (EU) 2016/679, Article 10 of Directive (EU) 2016/680 and Article 10(1) of 

Regulation (EU) 2018/1725, subject to appropriate safeguards for the fundamental rights and freedoms of natural 

persons, including technical limitations on the re-use and use of state-of-the-art security and privacy-preserving 

measures, such as pseudonymisation, or encryption where anonymisation may significantly affect the purpose 

pursued. 

5. For high-risk AI usage—“High-risk AI systems shall be designed and developed in such a way to ensure that their 

operation is sufficiently transparent to enable users to interpret the system’s output and use it appropriately. An 

appropriate type and degree of transparency shall be ensured, with a view to achieving compliance with the relevant 

obligations of the user and of the provider set out in Chapter 3 of this Title”. 

6. “If there are many, they must be as many as they are and neither more nor less than that. But if they are as many as 

they are, they would be limited. If there are many, things that are are unlimited. For there are always others between 

the things that are, and again others between those, and so the things that are are unlimited.” From Simplicius: On 

Aristotle’s Physics, 140.29. 

7. Article 15 Accuracy, robustness and cybersecurity—High-risk AI systems shall be designed and developed in such 

a way that they achieve, in the light of their intended purpose, an appropriate level of accuracy, robustness and 

cybersecurity, and perform consistently in those respects throughout their lifecycle. 
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