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ABSTRACT 
In the discipline of image retargeting, the structure of shadows in the image is required to be preserved since it gives 

structural information about the objects. Many traditional image retargeting techniques do not pay attention to preserve 
the shadow objects present in the image. In this paper a shadow-preservation framework is proposed in which the saliency 
map is derived using segmentation-based gPb-owt-ucm approach to emphasize the salient regions. To assess the quality 
of saliency map a fixation prediction analysis is conducted on each section of the image using the eye tracker technology. 
Second, to pay more attention on the shadow objects a shadow map is developed after executing image pre-processing, 
shadow detection, region growing, and region filling operations. To rectify the issue of misclassification of shadow pixels 
erosion and dilation operations are performed. To obtain an efficient importance map, a gradient map is prepared using 
canny operator which is further combined with the saliency map and shadow map. The obtained importance map is 
supplied to the seam diversion based image retargeting (SDIR) technique to resize the image in horizontal and vertical 
directions. To justify the efficiency of the proposed framework’s the obtained results are compared with the existing state-
of-the-art. By preserving shadows, the proposed framework enhances the overall visual quality and maintains the integrity 
of objects in the retargeted images. The framework’s effectiveness is validated through quantitative evaluations and visual 
comparisons with existing methods. The results demonstrate its potential for improving content-aware image retargeting 
applications, paving the way for more realistic and visually appealing image resizing techniques in various domains. 
Keywords: content-aware; image resizing; retargeting; seam carving; saliency map; shadow map; segmentation; warping; 
Multi-operator 

1. Introduction 
Nowadays different types of multimedia contents are being shown 

on different online software. The web browsers are presenting dynamic 
multimedia contents which change itself time to time. The user can 
visualize continuously change in the aspect ratio of the image while 
surfing on the Internet. Therefore, image retargeting process is very 
critical in image browsing and web browsing applications. In recent 
years, content-aware image retargeting techniques have been used to 
keep important elements intact in an image while scaling it. The 
recognition of salient areas from images during the image retargeting 
process is a time-consuming procedure. As a result, several improved 
saliency detection algorithms are utilized to extract regions of interest 
(ROI). The image resizing process is completed in two steps: (i) 
identifying the salient sections of the image, and (ii) implementing an 
effective resizing approach. Several image resizing methods are now 
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extensively utilized, including scaling, cropping, seam carving (SC), patch-based technique, warping, and 
Multi-operator (Multi-Op)[1]. Image ROI are the regions that attract human visual attention and include low 
and high-level image object properties. 

Every image retargeting algorithm has the goal of preserving the structural loss of prominent areas while 
image retargeting. Gradient energy, image frequency, contrast, and color characteristics are examples of low-
level image properties. Faces, people, and things might be regarded significant features of image objects in the 
case of high-level features. The image’s saliency map may be generated by taking into consideration the 
image’s low and high-level characteristics. In order to create a basic saliency map, the gradient approach is 
often used. The saliency map records the intensity fluctuation between image pixels in order to emphasize the 
most significant locations. Because of its simplicity and low processing time, the gradient approach is most 
typically used in the operation of saliency detection or the development of an image’s energy map. A temporal 
saliency map is constructed by detecting pixels that shift differently by evaluating optical flow or motion 
vectors. Importance maps with movement and image depth saliency are used for stereoscopic video. To assess 
saliency, the bottom-up approach employs pixel intensities, edge orientation, and pixel color. 

Top-down techniques leverage semantic data contained in an image, such as the position of important 
things (e.g., text, bodies, faces), as well as symmetries. In the realm of image retargeting, both top-down and 
bottom-up methodologies may be employed to evaluate image saliency. Some earlier foreground models 
focused on obtaining high edge values for an image while neglecting low values within an item’s interior. Wei 
et al.[2] proposed a methodology for extracting background information based on past knowledge. The model 
compares all pixel deviations at backgrounds. Itti et al.[3] proposed a method for estimating bottom-up saliency 
that is promoted by the human visual system by concentrating on the low-level properties of image objects. 
The proposed method uses a pyramid methodology to generate three distinct saliency maps. Texture, direction, 
and intensity are the low-level characteristics examined throughout the estimate. Ultimately, the feature maps 
that have been found are combined to create a single saliency map. Stentiford[4] proposed a technique for 
estimating image saliency based on severe fluctuations among nearby pixels in the image. As compared to Itti 
et al.’s method, the recommended approach is more efficient. It can make the image’s prominent sections wider 
and smoother. 

Santella et al.[5] suggested a method for cropping images that makes use of an eye-tracking device to 
detect the most conspicuous ROI in the image. Gal et al.[6] and Golub[7] developed a method for estimating 
ROI. Manual computation is necessary in this technique to estimate the prominent points in the image. To 
avoid disappointing findings from automatic algorithms, the relevance map of an image can be explicitly 
specified in the literature[8,9]. Although researchers have presented numerous saliency detection approaches, 
many enhancements are still required to extract an appropriate significance map when the image includes the 
shadows of the objects portrayed. The majority of saliency detection algorithms identify the shadow as a minor 
element of the image or background item. When an image retargeting operation is done on the image, the ideal 
seams encompass the region that the objects put in shadow. The elimination of pixels from the shadow area 
may result in severe data lost. 

The shadows of the items are also significant in recognizing and comprehending the architecture of the 
objects, such as the depth of the image contents, the direction of the incoming light, and the object’s 
distinctiveness. The removal of the shadows of noticeable objects may result in a distortion of the structural 
and visual presentation of the items in the image. For example, an item’s shadow can be precisely measured; 
nevertheless, the shadow may not suit the form of the object; hence, under equal lighting circumstances, one 
object has a shadow while the other does not. Several more instances may be discovered while retargeting 
shadowed images. After completing multiple investigations, the researchers concluded that shadow objects 
may also be seen as image informative material that leads the human attention to the image’s principal 
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components. The existence of shadows allows the spectator to understand crucial information such as the 
strength of incidence light on the object, the depth of the object, the direction of the incoming light, and other 
critical aspects of the items. As a result, keeping the object’s shadow when retargeting photographs is crucial. 

SC, one of various image retargeting techniques, is being employed in image forgery detection. 
Researchers have proposed many models that are employed in the healthcare industry[10–12]. In health care 
sectors image retargeting techniques can be used to reduce the size of the high resolution image so that they 
can stored effectively in healthcare database. The proposed significance map may be implemented into the 
proposed models to determine the key parts of the images in order to accurately recognize the damaged section 
of the body. 

2. Literature review 
In this section, a literature review on existing image retargeting operators is presented that includes facts, 

findings, and improvement methods suggested by the researchers. In this literature review, 7 well-known 
categories of image retargeting have been presented such as Cropping, Scaling, SC, Shift-Map (SM), Scale 
and Stretch (SNS), Warping, and Multi-Op. 

Cropping is a fairly old image retargeting method that involves placing a square cropping window in the 
center of the image. The window-captured section of the image stays intact, but the region just outside of the 
window is cropped out. The precise placement of the window in the cropping strategy is a difficult issue. Chen 
et al.[13] proposed an automated cropping approach that combines focus preservation and region cropping. Kao 
et al.[14] proposed a visually attractive map-based cropping approach. An aesthetic map based on the aesthetic 
quality category may be used to separate the image regions. The gradient energy map is employed to illustrate 
the geographic distribution of the image’s notable edges. Two maps are used to examine the quality of the 
composition and related model: aesthetic and gradient energy maps. For image cropping, Guo et al.[15] 
suggested a cascaded cropping regression technique. To address the issue of a lack of labelled cropping data, 
the proposed technique adopts a two-step learning process. To solve the challenge, a classifier is trained using 
a Convolution Neural Network (CNN). It is then meant to obtain cropping properties from a database. Several 
images are trained with a deep learning approach devised by Rahman et al.[16] to build accurate significance 
maps via graph-based segmentation and ray level modification. A Gaussian filter is employed to detect the 
prominent components in the image. The suggested framework’s major goal is to safeguard the image’s 
significant features. 

The typical scaling method causes the image’s structural information to be lost. When real-time 
applications are used to display the image contents, the scaling strategy also creates aliasing[17]. The observer 
frequently notices the aliasing effect when there is a large difference in display size between the input and 
output images. Jiang et al.[18] proposed an efficient edge-adaptive scaling method capable of dividing the 
original image into four distinct kinds of image blocks. Following that, interpolation is performed to the image 
in the orientation of the conspicuous edges. Liang et al.[19] suggested a patch-wise scaling approach effective 
for preserving image ROI while also reducing overall visual artefacts caused during the image scaling process. 
Pritch et al.[20] proposed a novel technique which deals with geometric changes in images, such as resizing, 
inpainting, and object repositioning. These changes are defined by a shift map, indicating pixel shifts from 
input to output. The method introduces a fresh way to represent these operations using optimal graph labeling. 
This involves assigning labels to output pixels based on the shift map. Avidan and Shamir[21] suggested a 
content-aware image retargeting strategy that protects the image’s important sections when retargeting. The 
best seams are constructed to locate the image’s lowest energy pixels in both horizontal and vertical 
orientations. The gradient method is typically employed to produce the image’s energy map. Dynamic 
programming is used to produce ideal seams at various positions in the image. Choi and Kim[22] proposed a 
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modified effective seam-carving approach that can keep the image’s salient region while also retaining the 
image’s essential structure that is visible to the human eye. The recommended approach calls for ideal seams 
to be allocated to each other sparingly. Lin et al.[23] proposed a saliency-based seam-carving approach. The 
proposed method categorizes images using the greyscale of detection and localization. Following the 
calculation of the cumulative energy map, the foreground and detailed regions can be safeguarded by 
integrating multiple protection strategies. To remove single-pixel wide seams, the approach of deleting the 
least energy pixel is applied. 

Li et al.[24] proposed a SC approach that makes use of unideal and discontinuous seams. By enabling 
optimum seams to travel in homogeneous regions of the image, spatial-temporal coherence may be retained. 
A genetic algorithm is used to reduce processing complexity. Each frame may be extended to the required size 
by eliminating the seams one at a time. Patel and Raman[25] proposed a method for effective SC based on 
numerous pixel-wide optimum seams. The proposed method inserts and removes numerous least energy pixels 
in a single cycle. The energy of pixels is intentionally added to prevent the production of spurious edges. The 
thickness of a multiple-pixel seam is an essential part that may be modified based on the user’s requirements. 
Researchers have made substantial contributions to improving the standard SC technique by employing energy 
improvement and seam diversion procedures[26–28]. Warping-based image retargeting strategies are ongoing 
approaches for creating retargeted images. The warping approach’s goal is to retain the image’s most visible 
portions while producing considerable distortion in the image’s least visible sections. To achieve smoother 
image retargeting results, researchers offered many retargeting algorithms that focused on distinct limitations 
and optimization methodologies. Kaufmann et al.[29] proposed an efficient retargeting system that employs a 
finite element technique to achieve warping. Li et al.[30] suggested a warping-based stereo image retargeting 
approach that protects image object spatial features as well as the depth of 3D sceneries. To estimate the 
computed depth distortion, use the integrated warping function. Del Gallego and Ilao[31] proposed an SR system 
based mostly on smart phones. The proposed method employs a classic multiple-image super-resolution (SR) 
method that makes use of low-resolution images recorded by a camera. To regain the 3D visual experience, 
Islam et al.[32] presented a warping-based approach for retargeting and remapping the depth of stereoscopic 
video. Niu et al.[33] proposed a novel method for resizing images to different display sizes while preserving 
global structure and minimizing distortion. It handles both large and small displays with specialized strategies, 
utilizing quadratic metrics and a patch-linking approach. The resizing process is framed as a quadratic 
minimization problem for efficient resolution. Experimental results demonstrate its superiority over existing 
techniques across various image categories. Wang et al.[34] presented a “scale-and-stretch” image resizing 
technique that preserves key features by optimizing local scaling factors and using a significance map to 
control distortion in uniform areas, ensuring minimal impact on important elements. This approach distributes 
distortion in all directions, even for horizontal or vertical resizing, and supports interactive resizing. 

Image retargeting with a single operator is insufficient to create attractive retargeting outcomes. To create 
a hybrid sequence, various image retargeting operators must be integrated. Rubinstein et al.[35] proposed an 
algorithm that optimally combines resizing operators. The proposed technique introduced a resizing space, 
where paths represent retargeting operations, using a unique image similarity measure called Bi-Directional 
Warping (BDW). The proposed approach extends to videos with key-frames and interpolation, offering 
flexible operator combinations throughout the sequence. Su et al.[36] suggested a multiple operator retargeting 
approach that involves Cropping, SC, and Scaling. In the proposed method, all of the operators are used on the 
image in a preset order to provide visually acceptable retargeted outcomes. The switching point is introduced 
among the operators to acquire their benefits when retargeting the photos. Tsai and Chen[37] proposed an image 
retargeting method that begins with a cropping operator. If the dimension of the retargeted image is not the 
required image size, an aspect ratio correction procedure is used. Lastly, the retargeted result is obtained using 
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a uniform scaling operator. Zhu et al.[38] suggested a Multi-Op image retargeting method that maintains image 
structural loss. The proposed approach classifies images that use SIFT density. The proposed approach 
improves the performance of the image retargeting operators described in the hybrid sequence by utilizing the 
Earth Mover’s Distance and Gray-Level Co-occurrence Matrix ideas. To enhance the image retargeting 
process, Garg and Negi[39] suggested a Multi-Op image retargeting approach that includes Cropping, Warping, 
and SC techniques. An optimized function that integrates IMED (Image Euclidian Distance) and DCD 
(Dominant Color Descriptor) is utilized to evaluate the effectiveness of the suggested method. 

Karni et al.[40] proposed flexible energy-based method for shape deformation, applied to image resizing 
and 2D shape changes. The proposed energy approach accommodates a wide range of valid transformations 
efficiently. This flexibility ensures natural and minimally distorted results in image and shape manipulation, 
while also reducing unwanted foldovers and self-intersections. Chen et al.[41] introduced a novel approach for 
content-aware image resizing using a global optimization framework. The proposed method reveals that the 
core resizing challenge can be represented as a convex quadratic program. Moreover, the proposed method 
extends this framework to avoid mesh foldovers, amplify important areas, and retain straight lines. The 
efficiency of the proposed algorithm is showcased through comparisons with state-of-the-arts. Shi et al.[42] 
introduced an innovative technique to manage the size of prominent objects during image resizing. By 
adjusting a single parameter, this method lets users modify the main object size according to their preference. 
To achieve this, a fresh quad distortion energy criterion is presented, factoring in both quad shape and size. 
Additionally, the single resolution visual attention model is enhanced into a multi-resolution saliency model 
by considering feature rarity. The significance map is redefined as a weighted average of this multi-resolution 
saliency outcome and gradient magnitude. 

3. Proposed framework 
3.1. Description of the proposed framework 

The aspect ratio of the source RBG image can be altered through the existing SDIR algorithm[26] by 
utilizing the proposed importance map. 

 
Figure 1. Proposed shadow preservation framework. 

The saliency map’s key benefit is that it represents the conspicuous objects; the shadow map may be used 



 

6 

to provide details of the shadow patterns; and the gradient map derived from the Canny operator is used to 
provide details of the prominent edges. The proper computation and integration of several maps can emphasize 
the most prominent parts in the image and be used in the SDIR technique to create distortion-free retargeted 
images. Figure 1 depicts the suggested shadow preservative framework’s procedure. 

3.2. Computation of saliency map based on segmentation 
The image’s saliency map illustrates the ROI that must be retained while retargeting the images. The ROI 

of an image reflects the major portions of the image that capture the viewer’s attention. Bottom-up and top-
down techniques can be used in the area of detection and localization. These methods detect the salient regions 
using visual attributes such as color, intensity, and direction, as well as semantic information. 

Computation of saliency map 
The segmentation-based gPb-owt-ucm[43] approach is used to construct an efficient saliency map. Figure 

2 shows the process of saliency detection using segmentation. Following segmentation, three characteristics, 
namely centricity, border ratio, and boundary ratio of each segmented patch, are determined to determine the 
saliency of each partitioned block of pixels. To begin, the distance between the centre of the segmented patch 
and the centre of the entire image is determined in order to compute the centricity of distinct segmented patches 
of the image. To begin, centricity refers to the distance between the center of a segmented block of pixels and 
the center of the input image. Patches closer to the image’s center are awarded a greater saliency rating. The 
center of the segmented patch can be represented by (𝑥𝑥𝑐𝑐𝑘𝑘 ,𝑦𝑦𝑐𝑐𝑘𝑘). To compute the normalized center 𝑁𝑁𝑐𝑐𝑘𝑘 =

(𝑥𝑥𝑐𝑐
𝑘𝑘

ℎ
, 𝑦𝑦𝑐𝑐

𝑘𝑘

𝑤𝑤
) can be used, where ℎ and 𝑤𝑤 denotes the height and width of the image respectively. The saliency value 

of the segmented patch 𝑘𝑘 which is based on centricity can be obtained using Equation (1). In Equation (1), 𝐼𝐼𝑐𝑐 
is the center of the image. 

𝑆𝑆𝑐𝑐𝑖𝑖 = 1 − �𝑁𝑁𝑐𝑐𝑘𝑘 − 𝐼𝐼𝑐𝑐� (1) 

Secondly, border based saliency of segmented image patch 𝑘𝑘 can be defined using Equation (2), where 
𝑁𝑁𝐵𝐵𝑠𝑠𝑖𝑖   and 𝑁𝑁𝐵𝐵𝐼𝐼𝐼𝐼 represent the number of intersection between boundary and border pixel set of image segment 
and whole image respectively. To identify the important salient regions of the image a border ratio is defined, 
the regions with higher border ratio are considered as background regions. The regions with the minimum 
value of border ratio are considered in the most significant regions of the image. The border set of pixels in 
the whole image can be obtained using, 𝑁𝑁𝐵𝐵𝐼𝐼𝐼𝐼𝑖𝑖 = 2(𝑤𝑤 + ℎ). 

𝑆𝑆𝑏𝑏0𝑖𝑖 = 1 −
𝑁𝑁𝐵𝐵𝑠𝑠𝑖𝑖

𝑁𝑁𝐵𝐵𝐼𝐼𝐼𝐼
 (2) 

Thirdly, to compute the boundary ratio 𝑆𝑆𝑏𝑏1𝑖𝑖  a ratio between boundary pixels of image segment 𝑘𝑘 and count 
of intersection between boundary and border pixel set of image segment and whole image. The regions with 
higher boundary ratio are considered in the most significant region of the image. A region can be considered 
as a less prominent area of the image if the value of the boundary ratio is high. Based on the saliency of segment 
𝑘𝑘 the boundary ratio can be defined by Equation (3), where 𝑁𝑁𝐵𝐵𝑠𝑠𝑖𝑖 represent the set of pixels lie on the boundary 
of segment 𝑘𝑘. 

𝑆𝑆𝑏𝑏1𝑖𝑖 = 1 −
𝑁𝑁𝐵𝐵𝑠𝑠𝑖𝑖

𝑁𝑁𝑆𝑆𝐼𝐼𝐼𝐼
 (3) 

To obtain the level of the saliency correspond to each segment above three properties are combined. 
Equation (4) is used to obtain the final result of the saliency level of each segment 𝑘𝑘. 

𝑆𝑆𝑖𝑖𝑘𝑘 = � 𝑆𝑆𝑗𝑗𝑘𝑘

𝑗𝑗∈{𝑐𝑐,𝑏𝑏0,𝑏𝑏1}

 (4) 
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Figure 2. Saliency detection. (a) image segmentation. The green spot inside the image shows the center of the image and the red line 
shows its distance from a segment 𝑘𝑘. The red lines on the border of the image represent the overlapping of boundary and border 
pixels of the segment and image; (b) ROIs are labeled[44]. 

4. Evaluation measures for saliency map 
To assess the quality of the saliency map, quantitative analysis is performed. The resulting saliency map 

may be visually examined and contrasted with the state of the arts in the given datasets in the qualitative 
analysis. Fixation prediction analysis is conducted on each section of the image using the eye tracker 
technology for qualitative assessment of the saliency map. The fixation prediction analysis results provide a 
quantitative description of the eye movement behavior. The saliency threshold in this analysis is determined 
by the density of fixation sites depending on fixation time. To study the visual focus on a particular region in 
an image, 50 shots were taken in a random way, and the length of stable gaze is estimated for around 250–350 
milliseconds. Eventually, the findings of several sections are integrated to create a hierarchy of salient objects 
based on eye fixations and segmentation. Figure 3 depicts the methodology for creating the saliency map using 
the RetargetMe dataset[45]. 

 
Figure 3. Framework for constructing the dataset using recorded fixation points[44]. 

 
Figure 4. Results of the metrics of a saccadic eye movement. 

The image containing the shadow areas is chosen and loaded into the video eye-tracker recording device. 
The video eye-tracker equipment has been setup with various parameters namely cam field of view vertical 
180, pupil distance 720.16 mm, and calibration type 5 points, which detect distinct fixation sites from the 
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image. The red curve shows the position of fixation targets, while the blue curve represents the position of the 
fovea in both the horizontal and vertical directions, as shown in Figure 4. To better assess motion, the speed 
data of changes random direction has been incorporated. The resultant saliency map is compared to state of 
the arts recorded in the accessible datasets for quantitative analysis. The RetargetMe dataset, which contains 
500 images and their ground truth, is utilized as a comparison. Moreover, using the binarization procedure, the 
saliency map is transformed to a binary mask (B), which is then compared to the known ground truth (GT) to 
calculate the Precision and Recall values using Equation (5). 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = |𝐵𝐵∩𝐺𝐺|
|𝐵𝐵| , 𝑅𝑅𝑃𝑃𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅 = |𝐵𝐵∩𝐺𝐺|

|𝐺𝐺𝐺𝐺|  (5) 

To perform the binarization on the obtained saliency map, image dependent adaptive-threshold is used to 
compute the mean saliency of saliency map 𝑆𝑆. 

𝑇𝑇𝑎𝑎 =
2

𝑊𝑊 ×𝐻𝐻
��𝑆𝑆(𝑥𝑥,𝑦𝑦)

𝐻𝐻

𝑦𝑦=1

𝑊𝑊

𝑥𝑥=1

 (6) 

In Equation (6), height and width of the obtained saliency map can be represented by 𝐻𝐻  and 𝑊𝑊 
respectively. According to available literature existing measures to assess the quality of binary mask do not 
generate the appropriate result of the evaluation. To get the reliable performance evaluation results a new 
weighted F-measure measure is employed[46]. 

𝐹𝐹𝛽𝛽
𝜔𝜔 = (1 + 𝛽𝛽2)

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝜔𝜔.𝑅𝑅𝑃𝑃𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅𝜔𝜔

𝛽𝛽2.𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝜔𝜔 + 𝑅𝑅𝑃𝑃𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅𝜔𝜔
 (7) 

In Equation (7), 𝛽𝛽 denotes the efficiency of detection. 

5. Shadow map extraction 
The saliency map produced from the image is important in delivering visually appealing retargeted 

outcomes in the content-aware image retargeting approach. Yet, according to the literature, researchers have 
proposed numerous ways for generating the saliency map of an image without taking into account the shadow 
of the image objects. The suggested framework extracts the image’s shadow map by employing image pre-
processing, shadow detection, and region filling. The resultant shadow map is blended with the acquired 
gradient map through the canny operator. Ultimately, the three separate maps are blended to form the image’s 
significance map. 

5.1. Proposed shadow detection model 
Figure 5 shows the proposed model to generate the shadow map of the input RGB image. The proposed 

model has three main stages namely pre-processing stage, the process of shadow detection, and region filling 
process using image morphological operations. 

After performing all the operations, the shadow map is generated which is combined with the obtained 
saliency map to generate an accurate importance map. The importance map generated in this way considers 
the shadow of the image objects as prominent structures that should be preserved while retargeting the images. 

In Figure 6, the various stages in image pre-processing are shown. Initially from RGB image three main 
components or color spaces such as 𝑃𝑃3, saturation (S), and intensity (I) are computed. The RGB model is 
transformed in to the HSI color model, after that 𝑃𝑃1, 𝑃𝑃2, 𝑃𝑃3 color spaces are obtained after manipulation of RGB 
color model. 
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Figure 5. Framework for generating shadow mask. 

For computing 𝑃𝑃1, 𝑃𝑃2, 𝑃𝑃3 color space Equations (8)–(10) are used. 

𝑃𝑃1(𝑅𝑅,𝐺𝐺,𝐵𝐵) = 𝑅𝑅𝑃𝑃𝑃𝑃𝑎𝑎𝑅𝑅𝑃𝑃
𝑅𝑅

𝑚𝑚𝑅𝑅𝑥𝑥{𝐺𝐺,𝐵𝐵} (8) 

𝑃𝑃2(𝑅𝑅,𝐺𝐺,𝐵𝐵) = 𝑅𝑅𝑃𝑃𝑃𝑃𝑎𝑎𝑅𝑅𝑃𝑃
𝐺𝐺

𝑚𝑚𝑅𝑅𝑥𝑥{𝑅𝑅,𝐵𝐵} (9) 

𝑃𝑃3(𝑅𝑅,𝐺𝐺,𝐵𝐵) = 𝑅𝑅𝑃𝑃𝑃𝑃𝑎𝑎𝑅𝑅𝑃𝑃
𝐵𝐵

𝑚𝑚𝑅𝑅𝑥𝑥{𝑅𝑅,𝐺𝐺} (10) 

 
Figure 6. (a) input RGB image; (b) computed color components; (c) smoothing of 𝑃𝑃3 component using canny operator; (d) 
computation of magnitude of the gradient[47]. 

After testing different images in the SBU-shadow dataset[46] 𝑃𝑃3 band found suitable for detecting the 
shadow regions present in the image. In testing, it is observed that the 𝑃𝑃3 component can be noisy, which may 
lead to confusion between pixels that lie under shadow and non-shadow regions. To rectify this issue 𝑃𝑃3 
component is convolved with the 3 × 3 average filter to reduce the effect of noise. To obtain the HSI 
components from the image Equations (11)–(14) are used. To detect the edges a 3 × 3 canny edge detector 
operator is applied that calculates the gradient magnitude of the image. 
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𝜃𝜃 = cos−1 �
1
2 [(𝑅𝑅 − 𝐺𝐺) + (𝑅𝑅 − 𝐺𝐺)]

[(𝑅𝑅 − 𝐺𝐺)2 + (𝑅𝑅 − 𝐵𝐵) + (𝐺𝐺 − 𝐵𝐵)]1/2� (11) 

𝐻𝐻(𝐻𝐻𝐻𝐻𝑃𝑃) = �
𝜃𝜃 𝑃𝑃𝑖𝑖 𝐵𝐵 ≤ 𝐺𝐺

360 − 𝜃𝜃 𝑃𝑃𝑖𝑖 𝐵𝐵 > 𝐺𝐺 (12) 

𝑆𝑆(𝑆𝑆𝑅𝑅𝑎𝑎𝐻𝐻𝑃𝑃𝑅𝑅𝑎𝑎𝑃𝑃𝑃𝑃𝑃𝑃) = 1 −
3

𝑅𝑅 + 𝐺𝐺 + 𝐵𝐵
[min (𝑅𝑅,𝐺𝐺,𝐵𝐵)] (13) 

𝐼𝐼(𝐼𝐼𝑃𝑃𝑎𝑎𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑎𝑎𝑦𝑦) =
1
3

(𝑅𝑅 + 𝐺𝐺 + 𝐵𝐵) (14) 

5.2. Process of shadow map extraction 
In the shadow map extraction, three main processes have been performed: (1) seed selection and shadow 

map extraction, (2) region growing, (3) gap filling. In the seed selection and shadow map extraction process, 
the initial seed is selected using the automatic seed selection process. After that, the shadow is segmented into 
a small region based on an obtained initial seed. To minimize the problem of over segmentation the N-cut 
method is applied. In the region-growing process, the neighboring pixels are added to the region recursively. 
The initial seeds are selected in such a way that at least one seed must be considered for each shadow region. 
The seed can be a group of 4 × 4 pixels. The seed matrix is placed on the pixels of 𝑃𝑃3 smoothed band. The 
following steps are followed for the region growing process. 

1) Let 𝑘𝑘1,𝑘𝑘2,𝑘𝑘3 … … 𝑘𝑘𝑖𝑖 are the initial seed and 𝑅𝑅𝑖𝑖 denote the corresponding region to 𝑘𝑘𝑖𝑖. The initial seed 
is selected if it satisfies the 𝐿𝐿(𝑥𝑥,𝑦𝑦) > 𝑇𝑇1 and 𝐷𝐷𝑃𝑃𝑃𝑃𝐼𝐼𝑎𝑎𝑥𝑥 < 𝑇𝑇2. Here, 𝐿𝐿(𝑥𝑥, 𝑦𝑦) is the similarity of a pixel to its 
nearby pixels, 𝑇𝑇1 and 𝑇𝑇2 are the thresholds that minimize the ratio between class variance and within class 
variance. 𝐷𝐷𝑃𝑃𝑃𝑃𝐼𝐼𝑎𝑎𝑥𝑥 is the relative distance between pixel to its neighborhood. The pixel is considered as the seed 
pixel if it satisfied 𝐿𝐿(𝑥𝑥,𝑦𝑦) > 𝑇𝑇1 and 𝐷𝐷𝑃𝑃𝑃𝑃𝐼𝐼𝑎𝑎𝑥𝑥 < 𝑇𝑇2. 

2) After assigning the labels to each seed region, every seed region is traversed to maintain a non-
ascending order sorted list, to store the neighbor of seed areas. 

3) If the list is non-empty, take the first point from the list and check all its 4 neighbors. 

4) The level of 𝑃𝑃 will remain the same if all its neighbor has the same label otherwise Euclidean distance 
of 𝑃𝑃 to its neighboring regions is calculated using Equation (15). 

𝑑𝑑𝑖𝑖𝑗𝑗 =
�(𝐻𝐻𝑖𝑖 − 𝐻𝐻𝑗𝑗)2 + (𝑆𝑆𝑖𝑖 − 𝑆𝑆𝑗𝑗)2 + (𝐼𝐼𝑖𝑖 − 𝐼𝐼𝑗𝑗)2

�𝐻𝐻𝑖𝑖2 + 𝑆𝑆𝑖𝑖2 + 𝐼𝐼𝑖𝑖2
 (15) 

1) The mean of the region is updated and 4 neighborhoods of 𝑃𝑃 will be added to the list 𝑀𝑀, which are not 
classified and are the neighbor of the region 𝑅𝑅𝑖𝑖. 

2) From the obtained segmentation outcome a weighted graph 𝐺𝐺 = (𝑉𝑉,𝐸𝐸) is used to calculate the weight 
of the edge and the obtained information can be summarized in terms of 𝐸𝐸 and 𝐷𝐷. 

(𝐷𝐷 − 𝐸𝐸)𝑥𝑥 = 𝜆𝜆𝐷𝐷𝑥𝑥 (16) 
here, 𝐷𝐷 is a diagonal matrix, 𝑥𝑥 is the Eigenvector with the second smallest value. The regions are decided 
based on the value of 𝑥𝑥. 

3) The graph is bi-partitioned based on the second smallest Eigen value. The split point is obtained where 
N-cut is minimum. 

4) Finally, when the total count of the elements of a segmented region is more than the 𝐴𝐴𝑃𝑃𝑃𝑃𝑅𝑅𝐼𝐼𝑖𝑖𝑚𝑚 value 
again weighted graph is used to obtain the weight of every edge and to summarize the information. 
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After performing steps (1–8), the shadow map is extracted. For smoothing boundaries of obtained shadow 
map image morphological operations are performed. 

In Figure 7, the outcome of the region-growing process and gap-filling operation has been shown. After 
performing the region-growing operation, the detected shadow regions may contain small gaps due to the 
misclassification of shadow pixels (true negatives). To rectify this issue a sequence of image morphological 
operations is performed over the obtained shadow image. To perform erosion and dilation operation a 4-pixel 
wide structuring element is applied over the binary shadow image. 

 
Figure 7. (a) identified seeds in the seed selection process; (b) shadow regions obtained using region growing operation; (c) gap-
filling operation using dilation followed by erosion; (d) shadow map[47]. 

6. Generation of importance map for image retargeting 
Figure 8 depicts the integration of many maps. To determine the saliency of each segmented patch, the 

saliency map produced from segmentation and three attributes such as centricity, border ratio, and boundary 
ratio are specified. 

 
Figure 8. Integration of different maps. (a) saliency map based on segmentation; (b) shadow map; (c) energy map in the horizontal 
and vertical direction; (d) importance map after integration. 

The aforementioned three attributes are used to compute the saliency level of each segmented image block. 
After applying several image processing processes to acquire the boundaries of the prominent objects and the 
shadow areas, the generated shadow map detects the shadow regions and raises the energy of related pixels. 
Edge detection is carried out in both the horizontal and vertical planes to identify the most noticeable edges 
that must be kept during the retargeting procedure. The graphic shows that the energy level of the salient 
objects and shadow areas has grown in the produced significance map. After incorporating the significance 
map into the SDIR technique, the optimal seams disregard the pixels in these places and skip the seams to 
surrounding regions where the energy of the pixels is relatively low. As a result, the image’s salient structures 
can be retained from distortion. 
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7. Results & discussion 
Many available image datasets can be utilized to compare the results obtained from the existing state of 

the art and the existing SC image retargeting techniques. From these datasets, different types of images can be 
chosen that contain different features of image objects. For comparison of results, the SBU-shadow dataset is 
used in which various images having shadows are categorized based on the indoor and outdoor environment. 
It is a large-scale dataset labeled using lazy annotation and contains 638 testing images. The dataset contains 
images that cover a large range of scenarios, such as beach, mountain, road, and snow. The another reason of 
selection of SBU dataset is less annotation errors as compared to other existing datasets[48]. From the available 
images in the dataset, it can be observed that shadow preservation in the outdoor scene is relatively more 
difficult than the indoor scenes in which various issues can be considered such as overlapping of multiple 
shadows, noisy background, and change of illumination, etc. For the testing and verification of the proposed 
scheme, five categories of images have been considered which are given below. 
• Category 1: Shadow on the surface where the variation of intensity is very low. 
• Category 2: Shadow covers a large portion of other objects present in the image. 
• Category 3: Overlapping of shadows. 
• Category 4: Shadow overlaps prominent line structures. 
• Category 5: An outdoor environment where the only shadow is available as a prominent region of the 

image. 

Image distortion can be easily analyzed on 5 categories of images during the image retargeting process. 
In the following sections, the achieved findings are shown and described. 

7.1. Comparisons 
The findings of the proposed framework are reviewed after integrating the proposed importance map with 

the present SC algorithm to analyze the improvement of the existing SC algorithm. The results of the proposed 
framework are compared with five cutting-edge image retargeting techniques: SM[20], SC[21], Warping[33], 
SNS[34], and Multi-Op[49]. Because of the benefits of reduced distortion and lower time consumption, these 
techniques are commonly employed in image processing applications. One of the most successful retargeting 
tactics available today is the Multi-Op strategy. Figure 9 illustrates the original or input photographs that were 
utilized for testing and comparing the results obtained from the proposed framework. The suggested framework 
seeks to keep the notable characteristics of the salient objects with shadow areas while retargeting the images. 

 
Figure 9. Input images[47]. 

1) Category 1 

Figure 10 depicts the outcomes of all five cutting-edge approaches for producing shadow distortion on 
the pool’s water or its bottom. The noticeable structure of shadow is deformed in all state-of-the-art after seams 
are removed from the image. The suggested shadow preserving framework, when combined with the existing 
SDIR technique, yields the best results that are both aesthetically appealing and less deformed. The distortions 
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are not clearly observed from the naked eye since the majority of the seams cover areas with relatively modest 
energy fluctuations. The suggested significance map boosts the energy of the important items and the part of 
the image that is under shadow. The SDIR approach selects nearby pixels with the least amount of energy and 
the best seams to avoid the salient objects and shadow regions indicated by the suggested significance map. 
While retargeting images, the suggested framework creates less distortion when compared to existing 
techniques. Also, the suggested framework protects the aspect ratio of important regions in the image, which 
is a drawback of existing retargeting systems. When the visual contents of the images are examined, it is 
discovered that SNS and Multi-Op usually change the structure of the shadows and other major elements of 
the image. 

 
Figure 10. (a) SC; (b) SM; (c) SNS; (d) Warp; (e) Multi-Op; (f) proposed[47]. 

In comparison to SNS and Multi-Op techniques, the other methods considered, notably SC, Warp, and 
SNS, produce fewer distortions. The suggested method works effectively and produces high-quality results 
with minimal structural degradation on visible objects. The suggested approach produces deformations that 
are difficult to identify with the naked eyes of the observer. 

2) Category 2 

From Figure 11, it is observed that the edges of the building and shadow of the tree are highly distorted 
in the case of Warp and Multi-Op image retargeting operators. The distortion percentage of SNS is higher than 
SM, SC, and the proposed framework. Although, the percentage of distortion obtained from SC is less. The 
deformations produces by SC can be easily noticeable to the human visual system. In this category of image 
type, proposed framework performs well and produces fewer distortions that are not easily noticeable. 

 
Figure 11. (a) SC; (b) SM; (c) SNS; (d) Warp; (e) Multi-Op; (f) proposed[47]. 

3) Category 3 

From Figure 12, it is obvious that SM and Multi-Op provide outcomes that are almost identical. As 
compared to the SM, Multi-Op, and SDIR schemes, SC and SNS yield a significant amount of distortion. 
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Among all image retargeting operators, Warp has the highest percentage distortion. The suggested method 
performs effectively for this category of image type and causes relatively few distortions that are not 
immediately visible to the human eye. 

 
Figure 12. (a) SC; (b) SM; (c) SNS; (d) Warp; (e) Multi-Op; (f) proposed[47]. 

4) Category 4 

The deformation of line segments and shadow regions in the results can be seen in Figure 13. The current 
state-of-the-art causes distortions across line structures and shadow areas. The greatest level of distortion can 
be seen when the Warp and Multi-Op image retargeting operator is applied. SC and SNS provide nearly 
identical outcomes. SNS also causes distortions in line structures that are visible to the naked eye. In this image 
category, the proposed framework outperforms traditional image retargeting techniques. 

 
Figure 13. (a) SC; (b) SM; (c) SNS; (d) Warp; (e) Multi-Op; (f) proposed[47]. 

5) Category 5 

The distortion of shadow structures in the image is seen in Figure 14. From the obtained results it is 
analyzed that the warp operator generates fewer distortions when the shadow regions are dominant in the 
images. However, SM and SNS produce a considerable number of distortions as compared to Multi-Op, SC, 
and the proposed framework. In the category-5 image type, the proposed framework produces a considerable 
percentage of distortion. Figure 15 shows the clustering of the retargeting operators that produce a similar 
types of results. For category-1 image types two clusters are formed based on the percentage of distortion. 
Cluster-1 comprises SM and Warp operators while cluster-2 contains SNS and Multi-Op. For the category-2 
image type only one cluster is formed which contains Warp and Multi-Op. Similarly, for category-3 image 
types, two clusters are formed. The first cluster contains SM and Multi-Op operators, while another cluster 
comprises SC and SNS operators. Multi-Op operators yield comparable outcomes in category-4. For the 
category-4 image type, two clusters are formed. The first cluster contains SC and SM operators while the other 
cluster presents Warp and Multi-Op. Lastly, for the category-5 image type only one cluster is formed which 
contains SM and SNS image retargeting operators. The Multi-Op approach works well for category (3 & 4) 
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images but fails when it is applied for categories 1, 2, and 4 image types. The proposed framework performs 
well for all the categories of images except category-5. 

 
Figure 14. (a) SC; (b) SM; (c) SNS; (d) Warp; (e) Multi-Op; (f) proposed[47]. 

 
Figure 15. Comparison of results based on different categories of image. 

The performance of the proposed framework is impeded in category-5 image. The existence of shadows 
as dominant objects in the image is the primary cause of distortion. The visible shadow areas are highly 
dominant in the image. The proposed framework may not perform well as deformations in the retargeted image 
may be noticeable to the human eye. Another cause of structural distortion is the presence of less variance in 
the foreground and background areas. Since shadow and background regions have comparable colour 
compositions, optimal seams can travel through shadow regions to choose the least energy pixels. As a result, 
selecting pixels from shadow regions to build appropriate seam routes might cause ROI distortion. More other 
types of images might be considered with many other image properties to justify the performance of the 
proposed framework. Unfortunately, because to space limitations, only a subset of the data is examined and 
given in the study. 

7.2. Image expansion 
In the proposed work, SIDR algorithm is also capable to apply image enlargement operation on the images. 

The ideal seams that are eliminated during image shrinking operations are again artificially inserted at different 
locations in the image. To enlarge the size of the image the location of the least energy pixels are preserved in 
one dimensional array which are eliminated during image shirking operation. In the process of image 
enlargement these locations are traced to form an optimal seam which is further inserted to expend the size of 
the image. In image enlargement, the replication procedure causes image stretching which can generate image 
artifacts. To get superior image enlargement outcomes, it is critical to strike a balance between the image’s 
conspicuous portion and the artificially added section. For downsampling and expansion, a 500 × 355 
resolution input image is used. The entire image enlargement process that is carried out by the proposed 
algorithm is shown in Figure 16. 
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Figure 16. Down-sampling and enlargement of a single image multiple time using the proposed framework[50]. 

In the seam elimination procedure the proposed technique identifies the best seam paths. The entire image 
enlargement process may be seen as a process of going back in time to recover pixels from a larger image that 
would have been deleted by seam removals operation. In Figure 16, flowchart is shown to depict the process 
of both image shrinking and enlargement. 

7.3. Percentage distortion analysis 
The structural similarity index (SSIM) may determine the degree of visual resemblance between two input 

images[51,52]. The SSIM outperforms the Mean-Square Error (MSE) and Peak Signal-to-Noise-Ratio (PSNR). 
The structural information of the items in the image is interpreted by SSIM. Nearby pixels have a significant 
influence on the structural information of an image. When a source image is retargeted using any known 
retargeting method, the local and global maps convey substantial information about the variance in the source 
image. The similarity indices are then modified to provide the deformation percentage, as shown in Figure 17. 
Figure 17 indicates that the suggested framework’s retargeted results produces the least degree of deformation 
and suitable for all the chosen categories of images excluding category-5. 

 
Figure 17. Comparative analysis of percentage distortion in different techniques. 

The Warp approach produces the best results for category-5 images, in which the shadow is the sole 
notable item in the image. The suggested framework performs poorly on the category-5 image type, as 
described in section 5. The main reason of found due to less energy fluctuation in category-5 image. The ideal 
seams formed by the SDIR algorithm cover the pixels in the shadow and background areas. As compared to 
the existing techniques the suggested framework produces good results for image that are considered in 
categories 1, 2, 3, and 4. 
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7.4. Average percentage of distortion 
The comparison of various strategies based on average distortion is shown in Figure 18a. It is obvious 

that the suggested framework has the lowest distortion values for all selected categories of images. Figure 18b 
depicts a comparison of average distortion. The percentage distortion values from all other methodologies 
other than the suggested framework are averaged, compared, and expressed according to the type of images. 

 
(a) (b) 

Figure 18. Comparison of average percentage distortion. 

Figure 18b presents that the suggested framework produces superior outcomes for all image types except 
category-5. The main reason for high deformation is the existence of shadow as a conspicuous item in the 
image that covers a substantial area. The results obtained by the proposed framework can be influenced by two 
major factors such as (i) when the shadow regions are dominant in the image; (ii) less intensity fluctuation in 
the background and foreground regions. The viewer can see high structural deformation in the image while the 
aforementioned two factors are extremely involved in the image. 

8. Conclusions 
The effectiveness of the saliency map influences the results of image retargeting algorithms. The different 

existing state-of-the-art cause distortions on significant portions of the image and do not treat shadow as a 
prominent image structure. After conducting several studies, the researchers determined that shadow objects 
may also be viewed as informational content of the image that draws the human eye to the primary items of 
the image. Because of the presence of shadows, the viewer can comprehend important contents such as the 
intensity of the incident light on the objects, the depth of the object, the angle of the incident light, and other 
critical elements of the objects. As a result, it is critical to keep the object’s shadow while retargeting images. 
This research proposes a shadow-preserving image resizing system in which the saliency map is initially 
derived via segmentation. The extracted saliency map’s correctness is evaluated quantitatively. The shadow 
map is extracted from the suggested shadow map framework, which executes a series of image pre-processing 
procedures. Ultimately, the various maps are integrated to provide an efficient significance map. To improve 
the image retargeting process, the extracted significance map is fed into the SDIR technique to retarget the 
images. The existing SDIR technique utilizes the proposed framework to highlight salient objects and shadow 
regions as prominent structures and limit the seams to cover them. The suggested framework’s efficiency is 
demonstrated by comparing the results with existing image resizing algorithms. As compared to the current 
state of the art, the suggested framework achieves remarkable results in terms of low distortion percentage. 
The comparative findings show that, except for category-5, the suggested framework produced better outcomes 
in all image types. The fundamental reason for the proposed framework’s failure is that if an image includes 
shadow areas that cover a considerable portion of the image and background pixels with very little intensity 
change, there may be distortions in the retargeted image that are extremely visible to the human eye. 
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