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ABSTRACT 

Communication is the key to expressing one’s feelings and ideas evidently. Recognition of the emotional state of a 

speaker is a significant step in making the human machine communication more natural and approachable. The knowledge 

behind creating this work was to make a deep learning model that might identify the emotions from their speech. This 

can be used by multiple industries to offer different services like marketing company signifying you to buy products based 

on your emotions, automotive industry can detect the customer’s emotions and adjust the speed of self-directed cars as 

required to avoid any collisions, etc. The proposed system has involved classifying the emotion into angry, calm, fear, 

happy and sad categories from the audio signals using classifier algorithms like MultiLayer Perceptron and Convolutional 

Neural Network. The customer satisfaction is very important to enhance the business. By using this model the customer 

can identify the customer satisfaction. The suggested methods open the door for a real-time prototype for customer speech 

emotion recognition with open-source features to boost business profitability. 
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MultiLayer Perceptron 

1. Introduction 

Morse defined that “Satisfaction means the stage of achievement 

of the needs of a person, desires and wants[1]. Satisfaction depends upon 

what a person needs from the world, and what she obtains.” Many 

organization theorists and experts recommend corporations to 

concentrate on their customers’ requirements and satisfaction. It is a 

general to tactical organization, the hunt of “excellence”, the Marketing 

model, total quality management board, service quality theorists market 

orientation, and association with marketing policies. Conversely, in 

spite of the availability of many techniques and systems for monitoring 

and measuring customer satisfaction and utilizing the decision making, 

there are most important achievement issues facing a customer 

satisfaction policy that have been absolutely disregarded. 

A research topic called “Speech Emotion Detection” seeks to 

extract the sentiment from the speech emotion. Numerous examinations 

state that development in emotion detection will make a lot of systems 

easier and hence make the world a better place to live. Humans utilize 

most parts of their body and voice to communicate effectively. Hand 

motions, body language, and the tone and temperament are all 

collectively used to express one’s feelings. Though the verbal part of 

the communication varies by languages practiced across the globe, the 

non-verbal part of communication is the expression of feeling which is 
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mostly common among all people. Nearly there are many research areas that are getting advantages from 

systematizing the emotion detection technique including psychology, psychiatry, and neuroscience. A potential 

downside occurs as few people are classified as introverts and hesitate to communicate. The objective of this 

work is to develop a speech sentiment recognition system that improves man-machine interface and to identify 

the emotional state of the customer to improve the business profit. This system uses a convolutional network 

that inputs the audio signals and outputs the emotional state of the customer. 

2. Background 

Customer satisfaction is declared as the emotional state subsequent when the feeling surrounding 

disconfirmed anticipation is attached with the previous feelings of customers concerning the expenditure 

knowledge[2]. Customers frequently build a choice to purchase or repurchase after estimating whether their 

knowledge with the service or product has been pleasurable or satisfactory[3,4]. The customer satisfaction form 

depended on the anticipation disconfirmation hypothesis sponsors that customers are satisfied when definite 

hard presentation outperforms or confirms ancient times. Disconfirmation happens when there are 

dissimilarities between outcomes and expectations. Negative disconfirmation happens when service or product 

presentation is inferior than anticipated while positive disconfirmation happens when service or product or 

presentation is enhanced than anticipated. Positive confirmation and disconfirmation or outcomes in customer 

satisfaction while negative disconfirmation guides to customer displeasure. 

Khare and Bajaj[5] proposed an emotion recognition model that has attracted wide benefits in affective 

computing, medical, brain-computer interface, and other relevant fields. Emotion recognition from 

Electroencephalogram (EEG) signals has facilitated to impaired people to be intact with the real world. The 

Eigenvector Centrality Method (EVCM) is applied for dominant channel selection. For the adaptive 

disintegration of non-stationary EEG signals, the optimal combination of modes and penalty factors is chosen. 

A fantastic learning machine classifier for a four-emotion classification achieves an overall accuracy of 

71.24%, he suggested approach performs 4% and 2% better on the same dataset than the state-of-the-art and 

conventional variational mode decomposition, respectively[5]. Wani et al.[6] proposed a system that goals the 

customer’s survival of different emotions by removing and classifying the well-known feature from a pre-

processed speech signal. The method machines and humans identify and associate touching features of speech 

signals are relatively distinct qualitatively and quantitatively, which present huge complexities specifically in 

speech feeling acknowledgment and human computer interface[6]. 

A new outline for speech feeling acknowledgment was proposed by Mustaqeem et al., using a key 

progression part selection that was based on group-based Redial Based Function Network (RBFN) 

correspondence measurements. The Short-Time Fourier Transform (STFT) algorithm is used to transform the 

chosen sequence into a spectrogram, which is then passed into the Convolutional Neural Network (CNN) 

model to extract the salient and discriminative features from the speech spectrogram. The experiments show 

that the proposed speech feeling reorganisation model is robust and effective when compared to state-of-the-

art speech feeling reorganisation techniques, achieving up to 72.25% accuracy over Interactive Emotional 

Dyadic Motion Capture (IEMOCAP)[7]. A Parallelized Convolutional Recurrent Neural Network (PCRN) for 

reorganising speech feelings was created by Jiang et al. and Nwe et al. Emotion classification is done using a 

SoftMax classifier. To aid in the understanding of subtle changes in emotion, the PCRN structure processes 

two dissimilar kinds of attributes simultaneously[8,9]. 

A new model developed by Wang et al. predicts emotions based on Mel-Frequency Cepstral Coefficients 

(MFCC) characteristics and Mel spectrograms made from unprocessed signals. Each utterance goes through a 

pre-processing step that produces two Mel-spectrograms and MFCC attributes with different instance regular 

resolutions. In contrast to traditional Long Short-Term Memory (LSTMs), which process the MFCC features, 

the Dual-Sequence LSTM (DS-LSTM) architecture is a novel LSTM that simultaneously processes two Mel-
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spectrograms. This proposed model outperforms state-of-the-art unimodal models by 6%, multimodal models 

that combine both textual and audio signals by 73.3%, and state-of-the-art unimodal models by 72.7% and 

73.3%, respectively[10,11]. To identify various human emotions from speech signals, Chattopadhyay et al.[12] 

created CEOAS (Clustering-based Equilibrium Optimizer (EO)) hybrid wrapper feature selection algorithm 

and Atom Search Optimisation (ASO). From the audio signals, they have taken Linear Prediction Coding (LPC) 

and Linear Predictive Cepstral Coefficient (LPCC). The South Asian Association for Regional Cooperation 

(SAARC) Audio-visual Exchange, the Berlin Emotional Speech Database, the Ryerson Audio Visual Database 

of Emotional Speech and Song (RAVDESS), and IEMOCAP were used as four benchmark datasets that are 

accepted in the industry. We achieved impressive recognition accuracies of 74.25%, outperforming many state-

of-the-art algorithms[12,13]. 

The Tensor Factorised Neural Networks (TFNN) and Attention Gated Tensor Factorised Neural Network 

(AG-TFNN) speech emotion recognition were proposed by Pandey et al. Because Mel spectrograms are 2D 

tensors by nature, TFNN and AG-TFNN are a better option than baselines like Convolutional Neural Network 

and Long Short-Term Memory because they have fewer parameters to learn and a simpler architecture. 

Research work performed on emotional speech datasets IEMOCAP and Emotional Speech database proves 

that TFNN and AG-TFNN are better than the state-of-the-art given by CNN + LSTM combination with fewer 

numbers of parameters[14]. 

 In order to address the issue of speech feeling detection, Pande et al.[15] proposed a new structural design 

that can benefit from the advantages of various networks while overcoming the drawbacks of using just one. 

This structural design has been tested on the well-known IEMOCAP database and Berlin Database of 

Emotional Speech corpus. In both the speaker-dependent experiment and the speaker-independent experiment, 

they outperformed previous state-of-the-art methods in the spontaneous emotional speech of the IEMOCAP 

data by 74.96% unweighted accuracy. This is an impressive accomplishment. They employed the 3-D Log-

Mel spectra values from the raw signals to convert emotional dialogues into spectrograms. Using the 

aforementioned datasets, they conducted an experiment to assess the robustness and generalizability, and the 

results showed a superior recognition accuracy of 63.84%[15]. 

3. Proposed work 

The goal of this work was to develop a deep learning model that could recognize many human emotions 

from a customer’s speech, such as anger, sadness, husky voice, happiness, disgust, surprise, neutrality, and fear. 

The first step is to convert the speech to text mode using speech emotion Application Programming Interface 

(API) to know what the audio is all about. This is done by using recognizers. The usage of neural networks 

provides the advantage of classifying many different types of emotion in variable length of audio signal in a 

real time environment. After converting audio to text format masking and cleaning of audio files are done to 

remove unwanted background noise, time stretching audio and pitch of audio files. MFCC, Mel, chroma, 

contrast, tonnetz has been used as the feature for classifying the speech data into various emotion categories 

employing artificial neural networks. Then the data are split into training and test samples. This method used 

MultiLayer Perceptron and Convolutional Neural Network as the classifier algorithm. This method directs to 

set up a good balance between performance accuracy of the real-time processes and computational volume. 

Then the live test to record the audio and print the speech text format is done. The process of the proposed 

system (Figure 1) is as follows, 

1) Initially the audio files are preprocessed, i.e., masking and cleaning of audio files to remove unwanted 

background noises from the audio files. 

2) Next the audio files are converted to text format using speech recognizer. 

3) Then the necessary features like chroma, MFCC, Mel, tonnetz are taken out from the audio source. 

4) After that the data are pre-split into the train and test set. 
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5) The next step is to build and train a Deep Neural Network with our clean and prepared dataset. For this 

model, we decided to use classification algorithms MultiLayer Perceptron and 1D CNN as we have a time 

dimension aspect in our audio features. 

 

Figure 1. Process of the proposed system. 

4. Experimental result and performance analysis 

A processor of 500 MHz with 64-bit Windows 10 of 16GB Random Access Memory (RAM) System is 

taken for the implementation. Anaconda Navigator and Python IDE 3.7.4 (Jupyter Notebook) are used with the 

library of NumPy, Matplotlib, TensorFlow, ReLU, Keras, Scipy, sklearn, Librosa, Pandas. 

Initially loaded the folders containing the speech from the Ryerson Audio-Visual Database of Emotional 

Speech and dataset which contains voices of 20 customers and there were totally 1140 audio files of both male 

and female customers. 

The wave plots of audio with noisy background and the time stretching audio are given in Figures 2 and 

3 respectively. 

 

Figure 2. Wave plot of audio with noisy background. 
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Figure 3. Time stretching audio. 

A Fast Fourier Transform is calculated on overlie windowed sections of the signal is known as spectrogram. 

This spectrogram depicts amplitude which is mapped on a Mel scale. The below Figure 4 represents the 

extraction of features using Mel spectrogram. 

 

Figure 4. Feature extraction using Mel spectrogram. 

Our CNN model was trained with 32 epochs and 100 batch size since this setup was more suitable with 

the sample amount of dataset we used. Group size is significant a hyper parameter to alter in deep learning. 

Conversely, it is known that too huge of a group size will lead to the worst generalization. Various epochs were 

experimented to obtain the best performance results. The next step is to build the model. Keras (Neural Networks 

API) provides a way to summarize a model. The outline can be made by invoking the summary function on the 

system that gets a sequence that in turn can be displayed. The summary is textual and includes information 

about: 

⚫ The layers and the order in the model. 

⚫ The output shape of each layer. 

⚫ The number of parameters (weights) in each layer. 

⚫ The entire number of arguments in the model (weights). 

The model summary is given in Figure 5. 
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Figure 5. Model summary. 

Building and tuning a model is a very time-consuming process. Always start basic and avoid adding too 

many layers merely to make something complex. After layer testing, the MultiLayer Perceptron and 

Convolutional Neural Network models that provided the highest validation accuracy against test data were 73% 

and 59%, respectively. As the graph states that both “training and testing” mistakes decrease as the number of 

epochs to the training model increases. The performance of the two classifier algorithms was measured and 

mentioned below. 

4.1. MultiLayer Perceptron 

The Multi Layer Perceptron (MLP) Classifier function is used in predicting the emotion from the training 

and test set using the parameters alpha, batch_size and epsilon. Accuracy of predicting the emotion is printed 

using accuracy_score. It gives an accuracy of 75.9%. 

The model building using MLP classifier and summary is given in Figures 6 and 7. 

 

Figure 6. Model building using MLP classifier. 
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Figure 7. Model summary. 

4.2. Convolutional Neural Network 

cnn_results=CNN_model.fit (x_traincnn, y_train_lb, batch_size = 64, epochs = 25, verbose = 1, 

validation_data = (x_testcnn, y_test_lb)) is used in predicting the emotion from the audio files using CNN. Here, 

the parameter epoch is the number of passes of the entire training data set and Batch_size is the number of 

training utilized in one iteration, usually 32 or 64 and must be a power of 2. It gives an accuracy of 53%. 

The count of emotions is shown in Figure 8. 

 

Figure 8. Count of emotions. 

The actual and predicted emotion, and classification report are shown in Figures 9 and 10. 
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Figure 9. Actual and predicted emotion. 

 

Figure 10. Classification report. 

The audio to text conversion is given in Figure 11. The sample output for husky voice is given in Figure 

12 and emotion detection is shown in Figure 13. 
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Figure 11. Audio to text conversion. 

 

Figure 12. Output for husky voice. 

 

Figure 13. Emotion detection of a single audio file. 
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The above Figure 13 shows the output of emotion from the particular audio file. After this we are also 

performing live audio recording and translating the live audio to text format. Precision is the relation of 

appropriately forecasted positive examinations to the whole forecasted positive examinations. Recall is the 

relation of appropriately forecasted positive examinations to all the observations in actual class. Precision is the 

majority instinctive performance assessment and it is basically a ratio of suitably forecasted examinations to the 

total examinations. CNN converges quicker than MLP but in terms of epoch CNN model gets extra time 

compared to MLP model as the number of parameters is more in CNN model. The accuracy for CNN model is 

53% and for MLP is 75.9%. By comparing the accuracies of both, MLP has given better performance as shown 

in Figures 14 and 15. 

 

Figure 14. Model accuracy graph. 

 

Figure 15. Model loss graph. 

5. Conclusion 

The main objective is to predict the emotional state of a customer from a short voice recording. The 

proposed model achieved 75.9% accuracy on testing data. The proposed approach is context independent; 

all audio segments were categorized separately. This work shows how deep learning can influence the 

fundamental feeling from audio speech data and a few insights on a person’s expression of feeling through 

voice. This scheme can be engaged in different environments like voice based virtual chatbots, Call Centre 

for marketing or complaints and linguistic research, etc. 
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