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ABSTRACT 
Stream data learning is an emerging machine learning topic, and it has many challenges. One of its challenges is the 

dynamic behavior or changes in the environment which leads to drifts. Two types of drift occur, namely, concept drift 
and feature drift. This article provides a survey on stream data learning with focusing on the issues of feature drift and 
the methods developed for handling it. After presenting the fundamental concepts and definition in this field, it provides 
an overview of the various models and methods developed for detecting feature drift and maintaining the validity of the 
machine learning models when the drift occurs. Furthermore, the article provides the generators used for creating dataset 
with feature drift to provide benchmarking for approaches of detecting or handling feature drift. The article provides also 
taxonomy of feature selection methods in both static and dynamic environment. It concludes that reinforcement-based 
models are promising for this task, and it lists various open challenges and future works in this area. 
Keywords: stream learning; concept drift; data stream; feature drift detection 

1. Introduction 
Majority of machine learning algorithms were developed initially 

under the assumption of static environment. The consideration of 
dynamic behaviors or changes in the environment is a recent aspect of 
developing the machine learning algorithm and it falls under the 
category of handling concept drift. This concept occurs when learning 
within dynamic environment and changes or diversity in the data 
occurs. In a more formal way, concept drift describes how the target 
variable’s statistical characteristics, which the model is attempting to 
forecast, vary over time in unexpected ways[1]. Such a change results 
in the past data losing its significance and relevance, which ultimately 
produces inaccurate predictions. Concept drift can happen in a variety 
of applications and with a variety of notions[2]. Basically, concept drift 
is an existing problem for wide range of data driven systems for 
decision making or for early warning such as the security systems of 
intrusion detection. Some examples of concept drift applications are 
spam categorization[3], weather predictions[4], and financial fraud 
detection[5,6]. The issue of concept drift and how to manage learning 
when concept drift occurs are starting to receive more attention in the 
literatureP

[1]
P. The concept drift under imbalanced stream data 

classificationsP

[7]
P, memory management for reoccurring conceptP

[8,9]
P, a 

specific type of concept drift named as feature driftP

[10]
P. Although there 

are numerous recent research surveys discussing the problem of 
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intrusion detection system IDS from the machine learning perspective, addressing the challenge of concept 
drift in IDS is not provided in thorough literature surveys. In order to give the readers an idea about the 
differences between latest conducted survey in IDS, we present a comparison between them from the 
perspective of various elements in machine learning, namely, addressing of concept drift in general, addressing 
of feature drift in particular, considering the curse of dimensionality and addressing, discussion the types of the 
models developed such as incremental vs. offline learning, supervised or un-supervised, and the specific scope 
that was considered from the application perspective. Recently, several literature survey articles have tackled 
the problem of concept drift which is regarded as associated problem with intrusion detection systems. 
However, considering that concept drift can occur in other type of the applications, some of them have focused 
on certain applications while others were general. We present a summary of them and the various elements 
that were addressed in Table 1. As it is shown, we find that Khamassi et al.[11] and that of de Barros and de 
Carvalho Santos[12] were general and have focused on concept drift types that occur in IDS. On the other side, 
we find that Al-Jarrah et al.[13] has tackled the problem of intrusion detection in the literature, but no focus was 
given to concept drift. 

Table 1. Comparison between recent literature surveys of IDS from the perspective of machine learning. 

Survey Concept drift Feature drift Learning types Dimensionality Ensembles Application 

[13] × × ∠ ∠ × Intra-vehicle networks 

[11] ∠ ∠ ∠ × × General 

[12] ∠ × ∠ × ∠ General 

Hence, survey has considered the first that will address the problem of IDS from the perspective of 
machine learning with handling the issues of: 

1) The batch learning nature of the intrusion detection considering that the data arrives sequentially with 
a labelling percentage which enables updating the knowledge in an online way.  

2) The statistical change in the joint probability of stream data classes and the feature over time. Hence, 
the challenge of concept is looked into the problem of IDS and the handling of concept drift in IDS systems in 
the previous approaches is considered as one attribute.  

3) The relevance change of the features with respect to time which is named as feature drift is also 
tackled in this survey and the handling of feature drift in IDS systems in the previous approaches is considered 
as one attribute. 

2. Background 
2.1. Stream data 

A data stream is a potentially infinite succession of data pieces that arrive at a high rate on a regular basis 
or non-regular basis. Let us define a data stream mathematically as show in Equation (1). 

𝐷𝐷 = [(𝑥𝑥𝑡𝑡 ,𝑦𝑦𝑡𝑡)]1∞ (1) 
where, 

(𝑥𝑥𝑡𝑡 ,𝑦𝑦𝑡𝑡) denotes a data item arrived at time stamp 𝑡𝑡. 
𝑥𝑥𝑡𝑡 ∈ 𝑅𝑅𝑛𝑛 denotes 𝑛𝑛-dimensional feature vector. 
𝑦𝑦𝑡𝑡 ∈ 𝑌𝑌 = [𝑐𝑐1, 𝑐𝑐2, … 𝑐𝑐𝑘𝑘] denotes the ground truth. 

2.2. Concept drift 
According to Žliobaitė[14], concept drift is a term used to describe an ongoing, non-stationary learning issue. In 

real-world issues, the training and the application data frequently don’t match. They made the assumption that 
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a series of examples is observed, one instance at a time, not necessarily in evenly spaced time intervals, in their 
framework for concept drift analysis. This represents the general condition of stream data arrival. Nevertheless, 
the handling of the issue of concept drift can be in the special case where the data arrives in equally spaced 
time units. Assuming that the stream data is represented by 𝑋𝑋𝑡𝑡 ∈ ℜ𝑝𝑝 where ℜ𝑝𝑝 is the set of real numbers with 
the dimension 𝑝𝑝. 𝑋𝑋𝑡𝑡 denotes sample of feature space observed at time t. Assuming that the label of 𝑋𝑋𝑡𝑡 is 𝑦𝑦𝑡𝑡 ∈
𝒵𝒵1. Then, the tuple (𝑋𝑋𝑡𝑡 ,𝑦𝑦𝑡𝑡) represents labelled data. The historical data is stored in a buffer 𝑋𝑋𝐻𝐻 = (𝑋𝑋1, … ,𝑋𝑋𝑡𝑡). 
The goal is to predict the label of 𝑋𝑋𝑡𝑡+1. Hence, it is called as the testing data. Assuming that a training model 
is built based on 𝑋𝑋𝐻𝐻 and it is denoted by ℒt. This model is then used to predict 𝑋𝑋𝑡𝑡+1. However, considering 
that the sources of data 𝑆𝑆1,  𝑆𝑆2, … and 𝑆𝑆𝑡𝑡+1 might change with respect to time or there is a moment of time 𝑡𝑡 =
𝑖𝑖 where 𝑆𝑆1 = 𝑆𝑆2 = ⋯𝑆𝑆𝑖𝑖 ≠ 𝑆𝑆𝑖𝑖+1 = 𝑆𝑆𝑗𝑗+1 … 𝑆𝑆𝑡𝑡+1. Then, we say that a concept drift has affected the stream data 
at the moment 𝑖𝑖 + 1. The awareness of concept drift while training the model ℒ𝑡𝑡 is important for enhancing 
the accuracy of prediction of 𝑋𝑋𝑡𝑡+1. A conceptual diagram that represents the concept drift is represented in 
Figure 1 where 𝑖𝑖 = 3 is taken as an example. As it is stated in the study of Žliobaitė[14], the core assumption 
when dealing with concept drift is the uncertainty of knowing the future. Otherwise, the data can be 
decomposed into separate datasets and learned separately. Also, it is pointed out that periodic seasonality is 
only regarded as concept drift in case it is not known with certainty. 

 
Figure 1. Conceptual diagram to represent the concept drift occurrence. 

In a concise way, the concept drift is defined as a phenomena in which a target domain’s statistical 
properties alter in an arbitrary way over time. The idea that noise data can change into non-noise information 
at any time was initially put forth by Schlimmer and Granger[15]. These changes could be the result of changes 
in unobservable hidden factors. In a more formal way, it is stated that given a time period [0, 𝑡𝑡], set of samples 
𝑆𝑆0,𝑡𝑡 = {𝑑𝑑0,𝑑𝑑1, …𝑑𝑑𝑡𝑡}  where 𝑑𝑑𝑖𝑖 = (𝑋𝑋𝑖𝑖 ,𝑦𝑦𝑖𝑖)  is one observation combined of feature 𝑋𝑋𝑖𝑖  and label 𝑦𝑦𝑖𝑖  and 𝑆𝑆0,𝑡𝑡 
follows a random distribution 𝐹𝐹0,𝑡𝑡(𝑋𝑋,𝑦𝑦) , concept drift occurred at timestamp 𝑡𝑡 + 1  if 𝐹𝐹0,𝑡𝑡(𝑋𝑋,𝑦𝑦) ≠
𝐹𝐹𝑡𝑡+1,∞(𝑋𝑋,𝑦𝑦). Thus, the change in the joint probability of X and Y at time t is the definition of concept drift. 
Changes in the probabilities of features, features that are provided to a particular class, or a combination of 
both can set it off. The following subsections contain two examples of concept drift and feature drift. 

2.3. Types of concept drift 
A. Reoccurring concept drift 
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When the examples at time 𝑡𝑡 + ∆ are created from the same distribution as those at the previously 
observed time 𝑡𝑡, i.e., 𝐹𝐹0,𝑡𝑡1 = 𝐹𝐹0,𝑡𝑡+∆, a repeating idea drift develops. That is, a concept occurs at one moment 
in time, then vanishes for a lengthy time before reappearing. As an example, a repeating concept drift appears 
when the person moves from A to B and vice versa in example 1. 

B. Concept evolution 

A novel class that was previously unknown in the non-stationary stream setting is referred to as concept 
evolution, while a novel class denotes a class that did not occur in the initial training data set for creating a 
learning model but does so subsequently. As an example, the person moves to a new room that he has never 
visited in example 1 or a factory built near the location 𝑇𝑇 in example 2. 

1) First example: 

A real-world example of concept drift is the Wi-Fi localization given in Figure 2. The goal is to use the 
received Wi-Fi signal strength from different access points to predict the location of the moving subject. The 
subject might be located in area A and it uses a trained model that is valid for area A, however, when it moves 
to area B the trained model is not valid anymore due to the change in the physical characteristics between A 
and B and even the disable and activation of certain Wi-Fi points. Hence, it is important to consider detecting 
such concept drift in order to enable better predictions in the area B[16]. 

 
Figure 2. The concept drift example of Wi-Fi localization problem[16]. 

2) Second example: 

Given the readings from surrounding sensors at times t and t−1 and, if available, the level of T at t−1, it 
is necessary to anticipate the current level of PM 2.5 (particles less than 2.5 m in diameter) at a target location 
T. It is difficult to deduce information about air quality because of spatial non-linearities and abrupt temporal 
changes. Environmental and contextual elements, such as the wind, traffic, and use of heaters in cities, as well 
as landmarks, have been found to have considerable dependencies on these spatio-temporal correlations[17,18]. 

3) Drift in IDS 

Since the 1980s, intrusion detection has been an active topic of research and a cornerstone of cybersecurity. 
The primary objectives of an intrusion detection system (IDS) have not changed, despite early research 
concentrating on host intrusion detection systems (HIDS). A good IDS should have high discriminating power, 
be able to identify a variety of intrusions—possibly in real-time, improve itself through self-learning, and be 
adaptable in both design and execution. With the development and extensive use of computer networking, 
some research attention shifted away from HIDS and toward network intrusion detection systems (NIDS)[19]. 
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Most AI-based IDS models now in use are trained on static data. Data is given in streams in an IDS, and as 
attack patterns evolve over time, the data distribution may shift over time, leading to idea drift. The IDS must 
also evolve over time in order to recognize new attack types for it to be effective. Because static batch learning 
models must be updated over time and become antiquated in certain circumstances, static data models perform 
poorly. 

4) Data stream in classification 

Data streams are categorized differently than static data, although only marginally. Data stream classifiers 
receive data sequentially at a high speed, in contrast to static situations where all the data is available at once 
for training. Furthermore, when dealing with massive amounts of online data, data stream classifiers must 
function with limited time and memory. Due to idea drift, a classifier trained on older data may become 
outdated or useless for fresh data[18]. As a result, concept-drifting learning algorithms must be flexible enough 
to adapt to changing conceptions. Many concept-drift learning methods have been introduced in the recent 
years. In this section, we examine earlier methods of IDS’s data stream-based classification. An adaptive 
random forest classifier with an ADWIN change detector is used in the work of D’hooge et al.[19] as a suggested 
solution to detect change in a data stream and adapt to drift detection in streamed data, resulting in agile 
adaptation against unforeseen incursions and removing the need to retrain the model over time. The technique 
was used on the CIC-IDS 2018 and produced accuracy and recall rates of 99.5% and 99.8%, respectively. An 
opposing self-adaptive grasshopper optimization algorithm is used in the work of Fan et al.[20] and is based on 
mutation and the perceptive principle. Additionally, a support vector machine known as gain actor critic with 
support vector machine makes advantage of reinforcement learning to enhance detection by identifying fresh 
cyberattacks. Extensive tests are run on common intrusion detection datasets including NSL-KDD, AWID, 
and CIC-IDS 2017 to determine the effectiveness of the proposed technique. In NSL-KDD with six ideal 
features, the model’s accuracy in AWID data was 99.23%, and in CIC-IDS 2017 data, it was 99.15%. The 
prospect of using machine learning classification algorithms to defend IoT devices against DoS attacks has 
been investigated in the work of Velayutham and Thangavel[21]. An extensive analysis is conducted on the 
classifiers that can aid in the advancement of the creation of anomaly-based intrusion detection systems (IDSs). 
On IoT-specific hardware, Raspberry Pi is utilized to assess classifier response times. 

3. Formulations of dynamic features selection 
The literature contains various formulation of the problem of dynamic features selection. It is stated some 

of them. 

3.1. Markov decision process 
The work of Xu et al.[22], where the feature selection problem was expressed as a part of a classification 

problem using Markov decision process notation, is one of the newly presented formulations of dynamic 
features selection as shown in Figure 3. Formally, the sample after feature selection defines the states, and the 
prediction of the sample’s class membership is the action. Depending on the activity chosen, the environment 
sends back the reward to the agent. The incentive is designed as show in Equation (2). 

𝑟𝑟𝑡𝑡 = � r1        when prediction is correct
r2  when prediction is not correct (2) 

 
Figure 3. Markov decision process (MDP) for feature selection. 
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The definition of the state in this formulation is the training sample, and the action is the predicted class 
of the sample, and the transition probability is embedded in the stream data. Considering that this problem was 
formulated under MDP, it can be resolved using reinforcement learning where the goal is to build a feature 
ranking vector that gives the weight of each feature before using the sample in the prediction. For each class 
of the data, discriminant functions are built using RL. When updating the vectors of the discriminant function, 
the feature ranking is completed according to the vectors of all the discriminating functions for each class of 
the data individually. 

3.2. Automated feature selection (AutoFS) 
An automated feature selection (AutoFS) was suggested in the work of Fan et al.[20], Each feature f, i in 

their formulation has a corresponding agent agt i that is in charge of selecting or not selecting the feature based 
on the environment’s condition. Finding an ideal feature subset F’F that is most suitable for the predicted 
accuracy in the downstream task is a challenge when the set of features is 𝐹𝐹 = 𝑓𝑓1,𝑓𝑓2, . . . 𝑓𝑓𝑁𝑁, where N is the total 
number of features. After identifying assertive or reluctant actors, they present a KBest-based trainer that might 
urge hesitant agents to modify their original behaviour. In this issue formulation, the corresponding agent 
should switch from deselection to selection if the trainer thinks a hesitant feature is superior to half of the 
assertive features. 

4. Feature drift detection 
There are numerous techniques for detecting features drift in the literature. In the ensuing subsections, it 

lists the most well-known ones. 

4.1. Quick reduct and adaptive QuickReduct for feature drift detection 
QuickReduct (QR)[22], the reduct with the largest increase in dependency degree, up to its maximum in 

the dataset under consideration, are concatenated to form the reduct. Because it would be computationally 
challenging to investigate every potential feature combination, QR decides to act greedily and adds the features 
that have the biggest impact on the Rough Set dependency degree one at a time to the empty set until no more 
can be added. Even though it cannot be guaranteed to discover the ideal minimum number of features, this 
strategy minimizes dataset dimensionality in many real-world settings while maintaining a decent time-performance 
balance. Adaptive QR (AQR) was put forth in the study of Prasad et al.[23], the fundamental idea of 
QuickReduct must be used in a dynamic environment, which calls for both the recognition of feature drifts and 
the accompanying alteration of the selected features. The optimal technique should remove any previously 
picked features whose contribution has become irrelevant as well as introduce new characteristics that improve 
the selected reduct’s dependency degree when new data are analyzed. 

1) Framework for feature drift detection 

It is framework to detect abrupt and gradual feature drift and describe the distribution changes of the 
important features in the data stream[10]. The framework evaluates feature drift based on different known 
feature importance detection methods, namely, SHAP (SHapley Addictive Explanations), LIME (Local 
Interpretable Model-agnostic Explanations) and PI (Permutation Importance). 

2) Synthetic data generators 

It is vital to analyze a learning algorithm’s performance across many datasets in order to determine 
whether it is capable of working in various contexts. Synthetic data stream generators, in contrast to real-world 
data, are vital and widely utilized because of their versatility, since they allow for a specific description of drift 
types and places during streams. 
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4.2. SEA-FD 
In the work of Barddal et al.[24], a data stream generator method has been proposed for extending SEA 

generator that was proposed in (). SEA-FD is capable of simulating streams with 𝑑𝑑 > 2 with a uniformly 
distribution where ∀𝐷𝐷𝑖𝑖 ∈ 𝒟𝒟,𝐷𝐷𝑖𝑖 ∈ [0; 10] and only two randomly selected features are relevant to the concept 
to be learned. 𝐷𝐷∗ = {𝐷𝐷𝑤𝑤,𝐷𝐷𝜉𝜉}, and the class 𝑦𝑦 is defined based on 𝜃𝜃 which is a user defined threshold as show 
in Equation (3). 

𝑦𝑦 = �
1,      if 𝐷𝐷𝛼𝛼 + 𝐷𝐷𝛽𝛽 ≤ 𝜃𝜃
0,      otherwise

 (3) 

4.3. BG-FD 
Binary generator with feature drift[25], and it has three functions: BG1-FD, BG2-FD, and BG3-FD. For 

BG1-FD, from the entire set of features 𝐷𝐷, only a random sub-set 𝐷𝐷∗ ⊂ 𝐷𝐷 is relevant to the concept to be 
learned where |𝒟𝒟∗| = 𝑑𝑑𝑟𝑟, 𝑑𝑑𝑟𝑟 is user-given parameter. The class label is given as show in Equation (4). 

𝑦𝑦 = �
1,      if �  

𝐷𝐷𝑖𝑖∈𝒟𝒟∗
𝐷𝐷𝑖𝑖

0,      otherwise
 (4) 

For BG2-FD and BG3-FD, 𝒟𝒟∗ = �𝐷𝐷𝛼𝛼,𝐷𝐷𝛽𝛽 ,𝐷𝐷𝜖𝜖� is defined and class label for BG2-FD and BG3-FD is 
given as shown in Equations (5) and (6) respectively. 

𝑦𝑦 = �1,      if �𝐷𝐷𝛼𝛼 ∧ 𝐷𝐷𝛽𝛽� ∨ (𝐷𝐷𝛼𝛼 ∧ 𝐷𝐷𝜖𝜖) ∨ �𝐷𝐷𝛽𝛽 ∧ 𝐷𝐷𝜖𝜖�
0,      otherwise

 (5) 

𝑦𝑦 = �1,      if �𝐷𝐷𝛼𝛼 ∧ 𝐷𝐷𝛽𝛽 ∧ 𝐷𝐷𝜖𝜖� ∨ �¬𝐷𝐷𝛼𝛼 ∧ ¬𝐷𝐷𝛽𝛽 ∧ ¬𝐷𝐷𝜖𝜖�
0,      otherwise

 (6) 

4.4. RTG-FD. the original random tree generator (RTG) builds 
It builds a decision tree by randomly performing splits on features and assigning a random class label to 

each leaf (citation). Instances are created by generating a random valued �⃗�𝑥 and traversing the tree for its 
corresponding label. Barddal et al.[25] has proposed an extension to this generator, namely RTG-FD, such that 
only a random subset of features 𝒟𝒟∗ ⊂ 𝒟𝒟 are relevant. Assuming 𝒟𝒟𝑖𝑖 = 𝒟𝒟 ∖ 𝒟𝒟∗ as the subset of irrelevant 
features, |𝒟𝒟𝑖𝑖| is a user-given parameter. 

4.4.1. Metrics evaluation 
Considering that the problem of dynamic feature selection involves classification, all classification 

metrics can be calculated. 

1) Accuracy: 

The accuracy is given by the Equation (7). 

ACC =
TP + TN

P + N
=

TP + TN
TP + TN + FP + FN

 (7) 

2) Precision: 

Precision denotes the predictive position value and it is given by Equation (8). 

PPV =
TP

TP + FP
= 1 − FDR (8) 

3) Recall: 

Recall denotes the true positive ratio and it is given by the Equation (9). 
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TPR =
TP
P

=
TP

TP + FN
= 1 − FNR (9) 

4) G-mean: 

Denotes the geometric mean of precision and recall given by the Equation (10). 
𝐺𝐺 −  Mean = �precision recall (10) 

5) F-measure: 

It combines the precision and recall based on the Equation (11). 

𝐹𝐹1 = 2 ⋅
precision × recall
precision + recall

 (11) 

5. Taxonomy of feature selection methods 
The goal of this section is to review various approaches in the literature for solving the problem of feature 

selection. It starts with presenting the traditional feature selection methods. Next, it provides a review of the 
meta-heuristic approaches for feature selection. Next, it presents a literature survey for approaches of solving 
the online feature selection. A diagram of the categories of the reviewed approaches is given in Figure 4. 

 
Figure 4. Diagram of the categories of the reviewed approaches. 

5.1. Rank based methods 
The term “Rank Search” refers to a group of algorithms that can generate a list of attributes that are ranked 

according to certain criteria such as Bayesian rate error, entropy, symmetric uncertainty, information gain. 
They all were presented in section 2.3. In the work of Thaseen and Kumar[26], chi-squared has been used for 
feature ranking. In addition, a process of ranking has been suggested as follows. One input feature is selected 
from the sample at a time, and the resulting sample is then used for model training and testing. The most 
significant features are classified using a collection of performance-based rules. The following is a description 
of the procedure: 
1) Excluding one of the data’s inputs attributes (training and testing). 
2) The classifier is trained and evaluated using the resulting results. 
3) The output metrics are used to measure the classifier’s results. 
4) The rules are used to rate the attribute according to its degree of significance. 
5) Repeat steps 1 through 4 for each attribute. 

Another example of ranking based methods is the work of Prasad et al.[23]. Their feature selection 
computed core features and ranked them based on estimated probability. 

5.2. Linear forward selection 
This approach is indicated in the study of Di Mauro et al.[27]. The goal of their approach is to limit the 

computational complexity resulted from sequential selection from 𝑂𝑂(𝑁𝑁2) to 𝑂𝑂(𝑘𝑘2) where the limit of the 



9 

number of features to be selected. It is pre-defined constant according to the available performance. For this step, 
choosing the top k-ranked algorithm based on ranking mechanism as follows: 
1) Start with empty set of features. 
2) Sequentially add one feature at a time. 
3) Repeat the approach for 2 features, 3 and so on. 

4) The number of all possible cases 𝑘𝑘(𝑘𝑘+1)
2

. 

5.3. Meta heuristic 
The algorithm of meta-heuristic searching provides random searching for the best candidate features with 

adding some heuristic. They are divided into various classes: swarm algorithm considers the population as 
swarm and enables mobility of the swarm inside the searching space based on some operators such as the 
mobility operator of particle swarm optimization. Evolutionary algorithm considers the population as a 
generation of solutions and perform crossover among elites to generate off-springs until reaching a 
convergence or pre-defined number of generations. When using meta-heuristic searching for feature selection, 
the searching is regarded as binary searching as each component of the solution indicates to either selecting 
the corresponding feature or non-selecting it. 

A summary of various meta-heuristic searching algorithms is presented for feature selection in Table 2. 
As it is presented in the table, in the work of Selvakumar and Muneeswaran[28], firefly algorithm was used for 
feature selection with deployment of wrapper and filter and the classification was based on C4.5 and Bayesian 
Networks (BN). Similarly, in the work of SaiSindhuTheja and Shyam[29], an integration between crow search 
algorithm (CSA) and opposition based learning (OBL) was proposed. The classification is done based recurrent 
neural network (RNN) classifier. A method for anomaly-based detection has been developed in the work of 
Sarvari et al.[30], using an improved Cuckoo Search Algorithm (CSA) called Mutation Cuckoo Fuzzy (MCF) 
for feature selection and an Evolutionary Neural Network (ENN) for classification. They use mutation in their 
search method to more thoroughly scan the search space and enable candidates to escape local minima. 

The goal function and Fuzzy C Means (FCM) clustering tool are also utilized to create the fuzzy 
membership search domain, which comprises all potential compromise solutions. These tools are used to 
produce the best results for the overlapping dataset. A method for anomaly-based detection has been developed 
in the work of Raman et al.[31], using an improved Cuckoo Search Algorithm (CSA) called Mutation Cuckoo 
Fuzzy (MCF) for feature selection and an Evolutionary Neural Network (ENN) for classification. They use 
mutation in their search method to more thoroughly scan the search space and enable candidates to escape 
local minima. The goal function and Fuzzy C Means (FCM) clustering tool are also utilized to create the fuzzy 
membership search domain, which comprises all potential compromise solutions. These tools are used to 
produce the best results for the overlapping dataset. The MOEA/D (Multi-objective Evolutionary Algorithm 
based on Decomposition) framework was used in the work of Nguyen et al.[32], to manage feature selection by 
offering a decomposition approach with two mechanisms (static and dynamic) based on numerous reference 
points. The static mechanism reduces the decomposition’s reliance on the Pareto front shape and the 
discontinuity’s impact. The dynamic one can identify areas where aims are more incompatible, and it devotes 
more processing power to those areas. 
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Table 2. Comparing various meta-heuristic-based feature selection. 

Article Algorithm Improvement Classification Dataset Reached 
performance 

Limitation 

[28] Firefly algorithm Deploying wrapper 
and filter 

C4.5 and 
bayesian 
networks (BN) 

KDD CUP 99 
dataset 

99% with 10 
selected 
features 

It does not 
provide online 
feature 
selection 

[29] Crow search algorithm 
(CSA) 

Opposition based 
learning (OBL) 

Recurrent neural 
network (RNN) 
classifier 

KDD CUP 99 94% It does not 
provide online 
feature 
selection 

[33] Multi-objective estimation 
of distribution algorithms 
(EDA), for (minimizing 
classification error rate 
(ER) and minimizing the 
number of features (NF) 

Mutual information 
(MI) and 
probabilistic model 

Five 
classification 
algorithms 

NSL-KDD Up to 97% Only offline 

[30] modified Cuckoo Search 
Algorithm (CSA) 

Mutation Cuckoo 
Fuzzy (MCF) 

Evolutionary 
Neural Network 
(ENN) for 
classification 

NSL-KDD 
dataset 

98.8% Only off-line 

[31] Hypergraph based genetic 
algorithm 

Kernel parameters 
with feature 
selection 

Support vector 
machine 

NSL-KDD 95.82 Only offline 

[32] Multi-objective 
optimization with objective 
decomposition 

Incorporation of 
objective 
decomposition and 
static and dynamic 
mechanism for 
searching 

KNN with 10-
fold cross-
validation 

Wine australian 
vehicle german 
wbcd sonar hill 
valley musk1 
arrhythmia 
madelon isolet5 
multiple 
features 

- Computational 
time for 
repairing 
duplicated 
features subsets 
and revaluating 
the repaired 
solutions 

5.4. Online feature selection for handling feature drift 
In the review of Hu et al.[34], it has been mentioned that traditional feature selection assumes that all 

candidate features are available before learning starts. However, in many real-world applications, features are 
generated dynamically, and arrive one by one or group by group. It is hence not practical to wait until all 
features have been generated before feature selection begins. This poses great challenges to traditional feature 
selection approaches, called online feature selection with streaming features. This section reviews them. In 
another review[34], the problem of online feature selection has been reviewed in the literature. The authors have 
stated some of the challenges such as the generalization to multi-class datasets, the enabling to deal with noisy 
data and the need of distributed online feature selection approach to handling the computational cost. In the 
work of Fahy and Yang[35], a dynamic feature mask for clustering high dimensional data streams has been 
proposed. Redundant features are masked and clustering is performed along unmasked, relevant features. If a 
feature’s perceived importance changes, the mask is updated accordingly; previously unimportant features are 
unmasked and features which lose relevance become masked. In the work of Li and Cheng[36], an approach 
based on dynamic sliding windows and feature repulsion loss was proposed. Firstly, within dynamic sliding 
windows, candidate streaming features that are strongly related to the labels in different feature groups are 
selected and stored in a fixed sliding window. 

Then, the interaction between features is measured by a loss function inspired by the mutual repulsion 
and attraction between atoms in physics. Specifically, one feature attraction term and two feature repulsion 
terms are constructed and combined to create the feature repulsion loss function. Finally, for the fixed sliding 
window, the best feature subset is selected according to this loss function. In the work of Zhou et al.[37], the 
problem of online streaming feature selection for class imbalance is formulated. In addition, an efficient online 



11 

feature selection framework to handle the dependency between condition features and decision classes. Also, 
the algorithm named as online feature selection based on the Dependency in K nearest neighbors was proposed 
which uses the information of nearest neighbors to select relevant features. In the work of You et al.[38], online 
learning algorithm named OSFAS was proposed. It uses self-adaption sliding-window and discards the 
irrelevant and redundant features by conditional independence. In the work of You et al.[39], an algorithm about 
online streaming feature selection was developed named ConInd that uses a three-layer filtering strategy to 
process streaming features. Through three-layer filtering, i.e., null-conditional independence, single-
conditional independence, and multi-conditional independence, approximate Markov blanket with high 
accuracy and low running time was obtained. 

In the work of Ni et al.[40], an incremental mechanisms of information measure was proposed. In addition, 
a key instance set containing representative instances to select supplementary features when new instances 
arrive was proposed. As the key instance set is much smaller than the whole dataset, the proposed incremental 
feature selection mostly suppresses redundant computations. In the work of Liyanage et al.[41], two algorithms 
were proposed, namely, ETANA, an on-the-fly fEature selecTion and clAssificatioN and the fast version of 
ETANA (F-ETANA) for stream data based feature selection. This algorithm does not consider the features 
dependency between the features. In the work of Wei et al.[42], Dynamic Feature Importance-based Feature 
Selection (DFIFS), which dynamically selects features according to their Dynamic Feature Importance (DFI) 
index in the selection process is proposed. DFI is defined by both feature redundancy and feature importance. 
Further, Gini Importance (GI) of random forest (RF) is used for the feature importance, and Maximum 
Information Coefficient (MIC) is used for feature redundancy. In the work of Sahmoud and Topcuoglu[43], a 
framework using a dynamic multi-objective evolutionary algorithm called Dynamic Filter-Based Feature 
Selection (DFBFS) algorithm was proposed for dynamic feature selection. The framework enables the usability 
of non-dominated sorting, crowding distance for dynamic feature selection. It incorporates a feature drift 
detection which is responsible of triggering the dynamic feature selection. In addition, it uses neural network 
for classification as shown in Table 3. 

Table 3. Summary table of online feature selection for handling feature drift. 

Article Type Method or technique Limitation 

[35] Unsupervised Masking/unmasking based searching  Concern about efficiency in high dimensional data  

[36] Supervised  Dynamic sliding windows and feature 
repulsion loss 

The manual setting of the threshold of the dynamic 
sliding window  

[44] Supervised  learning the covariance between feature set and 
label set 

Requires adaptive method and more normalization  

[45] Unsurprised  Local Structure Learning and Sparse Learning 
(LSS FS)  

It does not work for supervised or semi supervised 
learning  

[37] Supervised Online feature selection based on the 
Dependency in K nearest neighbours 

Limited to binary classification  

[38] Supervised  Self-adaption sliding-window based approach  The computation and the need to adaptively adjust 
the size of the sliding window  

[39] Supervised Three-layer filtering strategy to process 
streaming features 

It does not deal with class imbalance  

[13] Supervised Incremental mechanisms of information 
measure + key instance set containing 
representative instances to select 
supplementary features 

Achieve a relatively low performance on datasets 
with low dimensionality and several instances  

[41] Supervised ETANA, an on-the-fly fEature selecTion and 
clAssificatioN And the fast version of ETANA 
(F-ETANA) 

Lacking of exploiting feature dependency  

 



12 

Table 3. (Continued). 

Article Type Method or technique Limitation 

[42] Supervised  Gini Importance (GI) of random forest (RF) 
and Maximum Information Coefficient (MIC) 
for feature redundancy, and it is combined with 
mRMR  

influenced by classifiers and pre-algorithms  

[43] Supervised  Dynamic Filter-Based Feature Selection 
(DFBFS) based on mutual information and 
relevance, non-dominated sorting and 
crowding distance 

Fixed space searching non-suitability for high 
dimensional data  

6. Reinforcement learning based approaches 
A new solution has recently emerged that uses the reinforcement learning approach to solve the feature 

selection problem as shown in Table 4. An Interactive Reinforced Feature Selection (IRFS) framework is used 
in the work of Fan et al.[20] to lead agents by using both self-exploration experience and different external 
professional trainers to speed up feature exploration learning. They specifically model two trainers adept at 
various searching techniques after framing the feature selection problem into an interactive reinforcement 
learning framework: (1) KBest based trainer and (2) Decision Tree based trainer. Then, in order to diversity 
agent training, two tactics were developed: (1) to identify forceful and reluctant agents; and (2) to allow the 
two trainers to take on the teaching role at various points in order to combine their experiences and diversify 
the teaching process. Interactive and closed-loop modeling of interactive reinforcement learning (IRL) and 
decision tree feedback is presented in the study of Fan et al.[46] (DTF). 

In particular, IRL will develop an interactive feature selection loop, while DTF will feed the loop 
structured feature information. The DTF enhances IRL in two ways. First, state representation is enhanced by 
using the decision tree-generated tree-structured feature hierarchy. They specifically depict the chosen feature 
subset as a directed tree of decision features and an undirected graph of feature-feature correlations. They 
suggest a brand-new embedding technique that enables the Graph Convolutional Network (GCN) to 
concurrently learn state representation from the graph and the tree. Second, a novel incentive system is created 
by taking use of the tree-structured feature hierarchy. They specifically tailor incentive distribution for agents 
based on the significance of decision tree features. They also create a new reward scheme to weigh and 
distribute rewards depending on the chosen frequency ratio of each agent in past action records because 
watching agents in action can also provide feedback. In the work of Fan et al.[47], Group-based Interactive 
Reinforced Feature Selection (GIRFS) framework has been proposed. GIRFS framework balances single-agent 
RFS and multi-agent RFS for better feature selection. Specifically, based on formulating the feature selection 
problem into a group-based RFS problem. In this formulation, the given features were assigned into several 
groups based on feature similarity measurement. Then, agents for each group were created, where each agent 
decides to select/deselect features in its corresponding group. Moreover, to further improve learning efficiency, 
a hierarchical teacher-like trainer to provide external action advice for agents was proposed. This trainer 
provides advice by intra-group selection and inter-group selection and fuses knowledge from mRMR and 
decision tree to help agents explore and learn. In the work of Liu et al.[48], the feature selection problem was 
reformulated with the combinatorial multi-armed bandit (CMAB) framework by regarding each feature as an 
arm. Two novel oracles were proposed and how the super arm is formed under different oracles were 
investigated, and how the coordination between various features can be improved by a novel reward scheme. 
Two methods were proposed: (1) Combinatorial Multi-Armed Bandit Generative Feature Selection (CMAB-
GFS) and (2) Combinatorial Upper Confidence Bounds Based Feature Selection (CUCB-FS). 
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Table 4. Overview of the reinforcement learning based on methods. 

Article Agents State Action Reward Limitation 

[21] Multi agent and 
two trainers  

Graph Convolutional 
Network  

Selection vs. 
deselection advice 

Equal distribution of 
predictive accuracy 

Reward distribution is 
not fair 

[46] Multi agent and 
two trainers 

Utilizing a graph 
convolutional network, 
both the graph and the 
tree are used to 
simultaneously learn 
state representation. 

Selection vs. 
deselection advice 

Predictive accuracy and 
feature correlation new 
personalized reward 
scheme to better measure 
agent reward assignment. 

Concern about 
efficiency 

[47] Multi agent and 
two trainers 
using one agent 
for each group 
of features 

Utilizing a graph 
convolutional network, 
both the graph and the 
tree are used to 
simultaneously learn 
state representation. 

Selection vs. 
deselection advice 

Predictive accuracy and 
feature correlation new 
personalized reward 
scheme to better measure 
agent reward assignment 

Complex architecture 

7. Open challenges and research direction 
This section provides the open challenges and future research directions. 

7.1. Balancing the effectiveness and efficiency of automated feature selection 
Recent investigations have noted a computational problem in feature selection[46]: 

1) While conventional selection techniques are typically effective, it might be difficult to pinpoint the 
optimal subset. 

2) New reinforced selection techniques investigate the optimal subset by automatically navigating 
across feature space, although they are often ineffective. Do automation and effectiveness have to be mutually 
exclusive. In the face of automation, is it feasible to strike a compromise between efficacy and efficiency. 

7.2. Concept drift understanding 
All drift detection techniques can answer the question “When”, but very few techniques can also respond 

to the questions “How” and “Where”. Future research will focus on creating models to address this challenge[1]. 

7.3. Adaptive models 
Recent breakthroughs in idea drift adaptation have seen a rise in the importance of adaptive models and 

ensemble methodologies. The development of retraining models that explicitly detect drift, however, has 
become a critical and promising area of research in addressing the evolving nature of data streams and 
maintaining model performance over time[1]. 

7.4. True label is available after 
The majority of drift detection and adaptation algorithms in use today anticipate that verification will take 

a long time or that the ground truth label will be accessible after classification or prediction. The topic of 
unsupervised or semi-supervised drift detection and adaptation has received very little attention[1]. 

7.5. Real-world data streams from the concept drift aspect 
Real-world data streams from the concept drift aspect, such as the drift occurrence time, the severity of 

drift, and the drift zones, have not been thoroughly analyzed[1]. 

8. Conclusion 
A survey on feature selection methods for stream data with dynamical changes or feature drift is presented 

in this article. After providing the fundamentals and important concepts for feature and concept drift. Next, the 
methods for feature drift detection and models for generating stream data with feature drift were provided. In 
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addition, the article provided the evaluation metrics for dynamic feature selection. The article provided a 
taxonomy for feature selection. After reviewing various approaches, it gives a more focus on reinforcement 
learning based models. Lastly, the article presents the various challenges in this field, namely, balancing 
effectiveness and efficiency, concept drift understanding, adaptive models, true label availability, and real-
world data streams from concept drift. This survey enables researchers to have an updated view of the state of 
the art of IDS from machine learning methods and the most recently issues that are under the focus of the 
literature. 
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