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ABSTRACT 

Agricultural insurance is a crucial element of policies that promote and protect agriculture. It protects agriculture 

from risk and distributes agricultural hazards. The rural economy’s stabilization has been a significant stabilizer function. 

But as agriculture insurance has quickly advanced, a number of issues have unavoidably come to light. Agricultural 

insurance still offers a wide range of products and services available today. Big data will play a significant supporting 

role in the pressing need to innovate and improve goods and services. Other information supporting agricultural insurance 

includes agricultural data connected to it. The two previously most often utilized agricultural index insurances are regional 

yield insurance and weather index insurance. They struggle with risk pricing mostly due to a lack of appropriate empirical 

data, complicated dependence linkages between various hazards, and the prevalence of basis risk. A comprehensive study 

and review of pertinent research findings are carried out by modelling regional yield risk, building weather indicators and 

their distribution fitting, modelling agricultural dependence risk, and measuring and reducing basis risk. This article 

highlights the flaws in the current pricing models as well as the problems that need to be addressed in future studies. The 

need to further develop agricultural index insurance’s risk modelling techniques and increase the objectivity and precision 

of the pricing outcomes cannot be overstated in terms of their practical importance. 
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1. Introduction 

In recent years, with the deepening of big data technology, a large 

number of commercialized big data companies in agricultural related 

fields have emerged in China[1]. These big data companies, relying on 

their own advantages, not only carry out applications and services in 

their respective fields, but also collect big data in related fields. These 

enterprise big data are mostly distributed among various companies 

and serve the main business of the enterprise, with few integrated 

applications with agricultural insurance[2]. Agricultural insurance is the 

“stabilizer” and “safety valve” of agricultural production and operation, 

and artificial intelligence, as the core technology of insurance 

technology, is changing the business model of agricultural insurance 

companies[3]. First, determine the internal and external drivers of 

agriculture insurance businesses’ digital operations and the rationale 

behind their shift to an AI approach; Second, examine the route of 

artificial intelligence enabling the whole business process of 

agricultural insurance firms by dividing the front-end, mid-range, and 

back-end business processes of these organizations[4]; examining the 

difficulties that arise while implementing technology, changing 
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business strategy, and processing data in the context of the agriculture insurance business system; The article 

concludes by proposing remedies for AI to continually support agricultural insurance operation, including 

optimizing the rational design of AI strategy[5], enhancing data governance competence, concentrating on AI 

talent development, and technology innovation. The core of scientific pricing in agricultural insurance is the 

achievement of equivalence between insurance premiums and insurance liabilities, and the key to effectively 

evaluating agricultural production risks is the scientific determination of premiums[6]. The techniques for 

assessing agricultural production risk may be divided into three groups depending on the various risk 

components: methods based on risk factors, methods based on risk mechanisms, and methods based on risk 

losses. In the insurance sector, the loss-based evaluation approach is presently employed extensively[7]. 

2. The application of big data and machine learning in insurance risk 

management 

In fact, traditional risk management methods are no longer effective in analyzing, preventing, and 

supervising various risks faced by insurance companies, including insurance risks. New cognitive technologies 

such as big data, machine learning and natural language processing are replacing traditional analysis methods 

to quantitatively analyze and process the increasingly large data sets generated in the insurance market[8]. 

Ultimately, it helps to identify various risk indicators and achieve more effective risk management. With the 

development of modern technology, especially the emergence of internet technology, massive data on human 

consumption, entertainment, credit and other behaviors has also emerged[9]. At this point, traditional software 

tools cannot obtain, manage, and analyze data sets of this size within a certain time frame. New processing 

ideas and technological advancements are therefore required. The insurance industry has a lot of information 

about policyholders, and several types of information about policyholders may be obtained online. using 

identification data, interpersonal connections, consumer behavior, credit ratings, etc., and assessing 

policyholders’ credit based on big data technologies. A massive data modelling and analysis technology called 

machine learning is used to forecast corresponding insurance risks. By continuously choosing data, 

establishing model data, establishing model data, validating data, readjusting models, etc., it extracts usable 

data from a vast quantity of data and regularly modifies training samples[10]. In an effort to provide the best 

result, look for internal patterns and patterns in the data itself. Machine learning includes supervised learning, 

unsupervised learning, semi supervised learning, deep learning, etc. Different learning method systems 

correspond to different algorithms. It includes BP neural network, support vector machine, random forest, 

clustering analysis algorithm, etc. Different algorithms may provide inconsistent prediction results for different 

application methods, datasets, and prediction targets. 

3. Construction of a system for evaluating the performance of agricultural 

insurance subsidies 

3.1. Application framework and evaluation system 

The application framework of big data analysis not only needs to master the research content of the 

previous evaluation system, but also needs to conduct systematic research on financial business. The evaluation 

system business framework contains core data information, which can serve as a key part of the application 

framework[11,12]. According to the characteristics of different stages of the big data lifecycle, the collection data, 

analysis indicators, and calculation models of evaluation indicators are stored in corresponding positions[13]. 

Transform the three forms using the platform domain to meet the research needs. Evaluate various businesses 

through big data analysis application domains and interact with existing “Jincai” business application systems. 

Figure 1 shows a big data analysis application framework. 

Based on the research on the current development status of big data in agriculture, insurance, and finance, 

it is concluded that the performance evaluation big data of agricultural insurance subsidies collected and 
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organized through diversified channels plays a role in data management. Achieving the integrity and 

scientificity of the big data field plays an important role in improving the performance rating system[14,15]. Data 

sources mainly rely on agricultural production statistics and monitoring data, agricultural insurance and risk 

monitoring data, financial data, etc. Agricultural production statistics and monitoring are an important 

foundation for big data analysis, and also serve as a guiding basis for various policies and systems of 

agricultural insurance subsidies. It plays an important role in agricultural production and economic 

development in rural areas. Agricultural insurance and risk monitoring are important supplements to big data 

evaluation, and agricultural insurance plays a protective role in the healthy development of agriculture. Risk 

monitoring is the basis for evaluating the scientific nature of agricultural insurance policies, and bears the 

important responsibility of preventing agricultural production risks and improving risk control measures. 

Financial data is an integral part of the evaluation system, recording information on financial subsidies and 

fund allocation[16,17]. With the support of the above system, effective implementation of fiscal policies can be 

achieved. The scientific allocation of subsidy funds plays an important role in realizing the value of the big 

data domain. 

 

Figure 1. Big data analysis application framework. 

3.2. Static panel data model for machine learning algorithm based on machine learning 

algorithm 

Panel data refers to the data that takes multiple sections on the time series, that is, the data that combines 

the time series data and section data. The difference between panel data, time series data and section data is 

that the variables of panel data have double subscripts. The general expression is as follows: 

𝑦𝑖𝑡 = 𝛼 + 𝑋𝑖𝑡
′ 𝜅 + 𝜀𝑖𝑡 , 𝑖 = 1,2,⋯ ,𝑁; 𝑡 = 1,2,⋯ , 𝑇 (1) 

where i represents an individual, t represents time, x is a constant, K is a constant vector of K × 1 order, and Xit 

is the i-th observation value. Most panel data applications use one-way error component models, namely: 

𝜀𝑖𝑡 = 𝜇𝑖 + 𝑣𝑖𝑡 (2) 

among μi represents unobservable individual effects, and vit is a random disturbance term. Equation (1) can be 

written in the following vector form: 

𝑦 = 𝛼𝑡𝑁𝑇 + 𝑋𝜅 + 𝜀 = 𝑍𝛿 + 𝜀 (3) 

where y is a vector of NT × 1 order, X is a matrix of NT × K order, Z = [Lnt, X], δ' = (at', K'), IvT is a vector of 

NT order whose elements are all 1. Equation (2) can be written in the following vector form: 

𝜀 = 𝑍𝜇𝜇 + 𝑣 (4) 

of which 

𝑢′ = (𝑢11, ⋯ , 𝑢1𝑇 , 𝑢21 , ⋯ , 𝑢2𝑇 , ⋯ , 𝑢𝑁1 , ⋯ , 𝑢𝑁𝑇) (5) 

In the fixed effect model, μi is a fixed parameter, vit is a random perturbation term, and vit is independent 
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and identically distributed, For all i and t, Xit and vit are independent. Substitute Equation (4) into Equation (3) 

to get: 

𝑦 = 𝛼𝑣𝑁𝑇 + 𝑋𝜅 + 𝑍𝜇𝜇 + 𝑣 = 𝑍𝛿 + 𝑍𝜇𝜇 + 𝑣 (6) 

For Equation (6), the least squares (OLS) method can be used to estimate a, β and μ. Z is NT × (K+1) 

order matrix, z is (NT × N) order individual dummy variable matrix. When N is large, Equation (6) contains 

too many dummy variables. Because the matrix dimension of (N + K) dimension is too large, its inverse matrix 

is difficult to solve, so using OLS will lead to large deviation. At this time, just use Q to multiply Equation (6) 

left and then apply OLS to the converted model to obtain the least squares dummy variable (LSDV) estimate 

of the parameter. The converted model is: 

𝑄𝑦 = 𝛼𝑄𝑡𝑁𝑇 + 𝑄𝑋𝜅 + 𝑄𝑍𝜇𝜇 + 𝑄𝑣 (7) 

Matrix Q eliminates the individual effect. At this time, let:  

�̃� = 𝑄𝑦, �̃� = 𝑄𝑋 (8) 

The OLS estimator of Equation (7) is:  

�̃� = (𝑋 ′𝑄𝑋)
−1
𝑋 ′𝑄𝑦 (9) 

and 

𝑣𝑎𝑟( �̃�) = 𝜎𝑣
2(𝑋 ′𝑄𝑋)

−1
= 𝜎𝑣

2(�̃�′�̃�)
−1

 (10) 

For regression model:  

𝑦𝑖𝑡 = 𝛼 + 𝜅𝑥𝑖𝑡 + 𝜇𝑖 + 𝑣𝑖𝑡 (11) 

Calculate the mean value of all observations according to Equation (11):  

�̄�.. = 𝛼 + 𝜅�̄� + �̄�… (12) 

F test was used to test the significance of fixed effects, and the original hypothesis was used. OLS is used 

to regress the mixed model to obtain the constrained residual sum of squares (RRSS), and LSDV regression is 

used to obtain the unconstrained residual sum of squares (URSS). When N is large, the sum of squares of 

residuals can be used as URSS by means of intra group mean conversion. At this time, the test statistic is: 

𝐹0 =
(𝑅𝑅𝑆𝑆 − 𝑈𝑅𝑆𝑆)/(𝑁 − 1)

𝑈𝑅𝑆𝑆/(𝑁𝑇 − 𝑁 − 𝐾)
∼ 𝐹(𝑁−1),𝑁(𝑇−1)−𝐾 (13) 

4. Results and discussion 

4.1. Agricultural index insurance pricing model 

The actuarial pricing method, which builds an actuarial model for a specific type of insurance product, is 

the most popular approach for creating insurance products. Calculate the insurance product’s premium amount 

using the actuarial assumptions that have been established. Modelling the relationship between weather index 

and crop production per unit area is crucial for the development of agricultural index insurance. primarily by 

using a linear regression model to describe the relationship between the yield and the weather index. On the 

basis of this, a piecewise linear compensation function for the weather index is built. The greatest high-quality 

japonica rice production region in China is Heilongjiang Province, which serves as the “ballast stone” of the 

country’s food security. The yield changes of single season rice in Heilongjiang Province are related to national 

food security. Studying the determination of rice index insurance premium rates in Heilongjiang Province can 

provide certain reference ideas for the further promotion and application of weather index insurance products. 

Taking single season rice in Heilongjiang Province as an example, pure rate pricing is used for single 

season rice weather index insurance. Based on the complete data that can be collected, this article has compiled 

the yield data and related weather indicator data of single season rice in Heilongjiang Province from 1999 to 

2019, all of which are sourced from the “Heilongjiang Statistical Yearbook” and “China Statistical Yearbook”. 

Single season rice in Heilongjiang Province is harvested once a year, with a growth cycle of five months from 
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April to August each year. Six meteorological parameters, including temperature, precipitation, sunshine, 

humidity, wind speed, and light temperature ratio, have a major influence on the growth of single-season rice. 

The yield of rice grown in a single season is significantly influenced by the growth of crops during the first 

three months. Since the efficacy of rice tillering is directly correlated with the number of ears per unit area, 

different weather elements at different growth stages have varying effects on crop output, such as the large 

influence of precipitation on rice during the tillering stage. In order to create a total of 18 weather elements, 

the six dimensional weather factors are further divided into several months. This article uses the relaxed Lasso 

dimensionality reduction model in machine learning to screen weather factors that are correlated with yield. 

By constructing a relaxed Lasso in machine learning to screen the correlation between weather factors 

and single cropping rice yield, a sparse model is generated that only involves a subset of the original variable 

set. The Relaxed Lasso algorithm identifies a set of non-zero parameters by running Lasso, and then fits an 

unconstrained linear model to the selected feature set. The optimal selection of penalty parameters can be 

obtained through cross validation methods. 

Using a stepwise regression model, select the weather factors that have the most significant impact. The 

stepwise regression analysis method combines the characteristics of one by one introduction method and one 

by one elimination method, and is one of the extended methods of multiple linear regression analysis. The 

basic idea is to perform regression analysis on all explanatory variables and the dependent variable, then 

hypothesis test the sum of squares of partial regression, and eliminate one explanatory variable at a time that 

has the smallest sum of squares of partial regression and is not significantly correlated with the dependent 

variable. Then, on this basis, regression analysis and partial regression sum of squares test are repeated until 

all independent variables included in the model have a significant impact on the dependent variable. 

4.2. Result discussion 

The overall fitting effect of the model is good, and at the 95% significance level, the June average light 

temperature ratio index (G6) has the greatest impact. Therefore, this article selects this weather factor as the 

insurable risk of the weather index, and takes the average value of the light temperature ratio index in June 

during the sample period as the trigger value, resulting in a trigger value of 10.501. According to the Lasso 

model estimation, the average light temperature ratio parameter in June was estimated to be negative, 

indicating that the larger the light temperature ratio index in June, the greater the impact on yield reduction. 

The historical average light temperature ratio data for June fluctuates significantly, which is an insurable risk. 

Therefore, it is determined to price the product at a pure rate for the June light temperature ratio index insurance 

of Heilongjiang single crop rice. 

In countries and regions where the development of index insurance has been relatively successful, the 

application of actuarial pricing method is the most widespread. Especially the classic combustion analysis 

method, which can perform relatively simple calculations based on limited historical data and has a lower cost, 

is suitable for promotion in developing countries. This article takes the tariff determination of rice index 

insurance in Heilongjiang Province, China as an example, and selects 18 weather factor covariates from six 

dimensions of climate factors: precipitation, temperature, sunlight, humidity, wind speed, and light temperature 

ratio index. The Relaxed Lasso algorithm is utilized to diminish the dimensionality of the multivariate 

framework, identifying five weather factors with significant correlations from a pool of high-dimensional 

variables. Subsequently, a stepwise regression evaluation is executed. The findings highlight that the light-

temperature ratio for June possesses a notable correlation with the yield of single season rice per unit. By 

employing the traditional combustion model, we can efficiently and swiftly determine the pricing for 

associated index insurance products. The outcome indicates that in Heilongjiang Province, the net premium 

for the insurance product related to the light temperature ratio index of single season rice in June stands at 

786.376 yuan/ha. 
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Weather monitoring is fundamental for implementing weather index insurance. It’s vital to meticulously 

discern the relationship between the weather index and per unit yield loss by evaluating historical 

meteorological and agricultural yield data. Establishing credible compensation benchmarks and product rates 

remains at the heart of weather index insurance pricing. A conventional meteorological observation post can 

encompass several square kilometers of risk-prone areas. However, by this criterion, the existing station count 

in China is insufficient for the prevailing demands. While China’s meteorological sector is fundamentally 

supported by governmental finances, it also has the capacity to offer specialized, fee-based services, catering 

to the pricing requisites of insurance entities. Offering granular data to insurance agencies not only aids in 

setting apt rates but also fosters enhancements in meteorological station observational capabilities. This 

ensures the delivery of more precise, rapid, and encompassing meteorological data, bolstering the forecasting 

and alert mechanisms for extreme weather phenomena, thus instituting a beneficial feedback loop. 

5. Conclusions 

For most farmers, agricultural index insurance is a new type of thing. In addition, most farmers themselves 

have a lack of trust in insurance products. To address this issue, the government should promote knowledge 

related to weather index insurance among farmers and introduce the advantages of this new type of insurance 

compared to traditional agricultural insurance. And enhance farmers’ trust in insurance companies and 

encourage them to actively participate in the pilot work of agricultural weather index insurance. Given the 

limited insurance knowledge and level of farmers, if the acceptance of the insurance product cannot be 

significantly improved, the government should further adopt a combination of voluntary and mandatory 

measures. In addition, government data and technical support are also extremely important factors. The 

immature and complete weather index database is a weakness in the development of agricultural weather index 

insurance in China. The government should establish and improve the climate database for agricultural 

production, such as strengthening the construction of weather data infrastructure, establishing an independent 

third-party agency to monitor and publish meteorological data, and regularly adjust the index value according 

to the actual situation. At the same time, the government should carry out the construction of laws and 

regulations related to weather index insurance, standardize the pilot process, provide legal support for weather 

index insurance pilot projects, and provide intellectual property protection mechanisms for insurance product 

design, in order to promote the exploration and practice of weather index insurance. 
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