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ABSTRACT 

Information Retrieval from Files and data bases like data sources is a major issue now days. After Information 

Retrieval clustering is also a one of the important things. In the market so many clustering algorithms were available. 

But choosing of the clustering algorithm depends on the user requirements. This paper addresses the study of 

agglomerative approach for different constraints or metrics or user preferences like Number of levels in the clustering 

process, number of clusters that should be generated at each level and range of the attributes at each level for doing the 

clustering for the given data set. In brief overview we discuss the agglomerative approach for clustering algorithm with 

their user preferences. 

Keywords: clustering; k-mean; hierarchical agglomerative clustering; weight of object positional value for a 

term/field/attribute; clustering ranges 

1. Introduction 

Clustering is a grouping process of set of similar objects which 

comes into one group and remaining all other will come into other 

group or dissimilar group of objects[1]. Clustering is an important 

method used for mining, extraction of features and classification of 

data. From all the existing clustering algorithms, hierarchical 

clustering approaches a hot topic in the current era. Hierarchical 

clustering approaches are of two kinds. They were Agglomerative 

clustering approach and Divisive clustering approach [2]. Divisive 

approach is an up to down clustering approach for the given data set 

and generates a clustering tree with hierarchical levels. For getting 

good clusters for a given data set try to go for user preferences. 

Clustering process creates 2 groups. They were similar objects 

group and dissimilar objects group. 

Divisive: It starts with a complete data set and break downs the 

data set it into successfully small clusters[3]. 

Agglomerative: It begins with each element as a separate 

cluster and merges them into successfully large clusters[4]. I.e., data 

mining means extraction of data from data sources. So, whatever the 

data extracted will be used by the user. So, before the clustering 

process try to get the preferences of the users. So, after ending of the 

clustering process the user will get good Clustering results from a 
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given dataset. 

Clustering applications areas: In the current era clustering is used in different business verticals like 

studying of the market, recognition of pattern and processing of images. Clustering is used in various 

application present in the market as mentioned below in the Table 1. 

Table 1. Applications of clustering. 

Application areas of clustering Clustering purpose 

Market analysis It is used to identify different groups of people in the Market and to identify their requirement to 
provide the products Required by the Customers[5]. 

Outlier detection It is used in identification of outliers in real time applications. Example of fraud identification in 
credit card[6]. 

Classification of documents It is used to classify the documents in WWW (world wide web)[7]. 

Data mining function It is used in cluster analysis (to observe characteristics of each cluster)[8]. 

Pattern recognition It is used in traffic pattern recognition to clear traffic problems[9]. 

Image processing It is used in image processing for segmentation of image[10]. 

Anomaly detection It is used in anomaly detection is to study normal modes in the data. Available and it is used to 
point out anomalous are there or not[11]. 

Medical imaging It is used in medical imaging for segmentation of the images and analyzes it[12]. 

Search result grouping It is used in the grouping of search results from the WWW when the users so the search[13]. 

Social network analysis Classes are formed by grouping objects in a social network. Links and its relationships are the 
basis of classes for the grouping purpose[14]. 

1.1. Stages of clustering 

There are three stages in the clustering process[15]. The three stages are mentioned in the Figure 1 below. 

 
Figure 1. Stages of clustering. 

1.2. Note 

1) In the stage one, input data to clustering algorithm is collected from a file or a data base. 

2) In the stage two, clustering algorithm type is useful to process the data of stage 1. Here clustering 

algorithms of different types available in the market like density, partitioning, grid, hierarchical, model 

based, soft computing, biclustering, graph based, constraint-based method, etc. 

3) In knowledge discovery from the databases process, clustering is one of the step and is shown in the 

Figure 2 below[16]. 
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Figure 2. Knowledge discovery in databases steps. 

2. Literature survey 

In the market different types clustering methods were there proposed by different researchers’ persons. 

For each clustering method there will be one or more sub clustering algorithms. Each sub clustering 

algorithm will have its own constraints. The major clustering methods available in the market are listed in 

the below Table 2. 

Table 2. Different types of clustering methods. 

S.No Clustering method Sub clustering method 

1 Partitioning[17] 1. KMEANS[18] 
2. KMEDOIDS[19] 
3. K-MODES[20] 
4. PAM[21] 
5. CLARANS[22] 
6. CLARA[23] 
7. FCM[24] 
8. EMCLUSTERING[25] 

9. XMEANS[26] 

2 Hierarchical[18] 1. BIRCH[27] 

2. CURE[28] 
3. ROCK[29] 
4. CHAMELEON[30] 
5. AGNES[31] 
6. DIANA[32] 
7. ECHIDNA[33] 

3 Density based[19] 1. DBSCAN[34] 
2. OPTICS[35] 
3. DBCLASD[36] 
4. DENCLUE[37] 
5. CENCLUE[38] 

4 Grid based[20] 1. WAVE CLUSTER[39] 
2. STING[40] 

3. CLIQUE[41] 
4. OPT GRID[42] 

5 Model based[21] 1. EM[43] 

2. COBWEB[44] 
3. CLASSIT[45] 
4. SOMS[46] 

6 Soft computing[22] 1. FCM[47] 
2. GK[48] 
3. SOM[49] 
4. GA CLUSTERING[50] 

7 Biclustering[23] 1. OPSM[51] 
2. SAMBA[52] 
3. JSA[53] 

8 Graph based[24] 1. CLICK[54] 

9 Constraint based method[25] 1. COP K-MEANS[55] 
2. PCK-MEANS[56] 
3. CMWK-MEANS[57] 
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For doing the clustering, each clustering method calculates different types of parameters on a given data 

set. 

2.1. Sub clustering methods and their details 

In each and every clustering method contains sub clustering methods. The sub clustering methods of all 

clustering methods available in the market mentioned in the below Table 3. 

Table 3. Different types of Sub clustering methods. 

Sub clustering method Details 

K-Means It is used for clustering the data and it is also unsupervised learning algorithm. The k-Means purpose is 
to cluster the data by using user defined parameters like levels, threshold of a dataset which is 
unlabeled. 

K-Medoids It is an unsupervised learning algorithm used for clustering the data. The K-Medoids purpose is group 
the unlabeled dataset into “K” different clusters. Where k is defined by the user. It is a modified version 
of K-Means algorithm which focuses on the outlier sensitive data. 

K-Modes It is used to group the data into cluster of a dataset based on the most frequent values of a data set. 
Where K-Mode refers to the most frequent values or user modes. It is a machine learning algorithm 
which is used for unsupervised learning. 

PAM PAM means partitioning around medoids tries to identify k medoids of a data set and it in turn assigns it 
to each object of its nearest Medoids in order have clusters which lowers the objects sum of differences 
within the cluster and the center of the same cluster. 

CLARANS CLARANS means clustering large applications based on randomized search is a partitioning clustering 
method which is used in spatial data mining. K-Medoid is sub version is CLARA. 

CLARA Clustering large applications (CLARA) is a modified version of K-Medoids. It takes input random slices 
as samples from the given data set and calculates best medoids. 

FCM Fuzzy c-means (FCM) clusters data into different clusters based on their distances or similarities from 
each other. 

EMCLUSTERING EM (expectation maximization) is a clustering method which calculates standard deviation and mean for 
every cluster to identify the similarities of the distributed data. 

XMEANS  X-Means is variant of K-Means, which has previous knowledge of the number of present clusters. It 
begins with guess that minimum number of clusters and it then dynamically increases them. X-Means 
controls the clusters splitting process using a criterion. 

BIRCH BIRCH (balanced iterative reducing and clustering using hierarchies) is an unsupervised data mining 
algorithm that performs hierarchical clustering over large data sets incrementally and dynamically. 

CURE CURE (clustering using representatives) uses a concept called as representatives of the cluster. 
Representatives of Clusters which are nearer to another cluster are paired. 

ROCK ROCK means robust clustering using links. It is used to identify number of common neighbors among 
two objects for a data set of categorical attributes and is a hierarchical clustering algorithm. 

CHAMELEON It is used to similar values relative closeness and interconnectivity to find clusters of arbitrary shape 
with high quality. 

AGNES AGNES means agglomerative NES ting and is a type of agglomerative clustering which follows ground 
up fashion. It begins with single element cluster and combines to get new bigger cluster elements. 

DIANA DIANA means devise analysis is a hierarchical clustering technique. It is a method which builds the 
inverse order agglomerative hierarchical clustering. 

ECHIDNA Echidna: Efficient clustering of hierarchical data for network analysis is used by network management 
community which analyzes traffic patterns where every record of the traffic flow contains attributes of 
mixed type like hierarchical, categorical and numerical attributes for clustering the multi variate 
network. 

DBSCAN DBSCAN means density based spatial clustering of applications with noise. It groups closer nodes 
together (neighbors) and mark these points as high-density points and remaining low density points. 

OPTICS OPTICS means ordering points to identify the clustering structure. OPTICS is a variant of DBSCAN 
used to get clusters of different shapes and densities. 

DBCLASD DBCLASD means distribution based clustering of large spatial databases. It uses partitioning algorithms 
to cluster the data. It doesn’t require any input like other algorithms. 



5 

Table 3. (Continued). 

Sub clustering method Details 

DENCLUE DENCLUE (density-based clustering) represents density-based clustering uses density distribution 
functions, where points having similar local maximum are kept into one cluster and remaining are put 
into another cluster. 

CENCLUE It is a density based clustering algorithm which is used in the medical field. 

WAVE CLUSTER Wave Cluster used wavelet transform technique. Wavelet signal transform is a method which 
decomposes a signal into differ frequencies sub-bands. 

STING STING means statistical information grid. It is a grid-based clustering method in which each cell the 
dataset is recursively splatted into number of cells in a hierarchical way. Each higher-level cell is 
distinguished with each lower-level cell. It means higher-level cells are calculated by lower-level cells 
specifications like mean, standard deviation, min, max etc. 

CLIQUE Data in the data base will have multiple attributes/dimensions. Each attribute values will have ranges. 
These are ranges are used to cluster the data as dense and non-dense regions. 

OPT GRID Optimal grid (OPT GRID) splits the data using a hyper plane for each dimension passing through the 
best split point found. 

EM In statistics, EM (expectation maximization) is used in to calculate the local or maximum likelihood 
parameters of estimates. K Mean uses Euclidean distance whereas EM used local or maximum 
likelihood for clustering parameters. 

COBWEB COBWEB is an unsupervised learning, incremental system for hierarchical conceptual clustering where 
its observations create a classification tree. Classification tree is used to predict the missing attributes. 
Here data points are clustered together based on similarity. 

CLASSIT CLASSIT is an extension of COBWEB. 

SOMS SOM (self organizing map) identifies the dimensions / attributes of a data set and then it computes the 
similarities among data. 

FCM Fuzzy c-means (FCM), where clusters are formed using by including every data point in the dataset 
belonging to every cluster to a certain degree. 

GK Gustafson Kessel is a variant of fuzzy c-means. It is going to deal with differ size, density and shapes of 
clusters. It uses modifies local distance by using covariance matrix. 

SOM SOM means self-organizing map/Kohona map is a neural network model for unsupervised learning used 
to cluster the data of a dataset and used for clustering. It starts with a point and moves to other 
neighboring point for pulling it into a cluster. 

GA Clustering In Genetic algorithm (GA) based clustering identifies similar clusters using some similarity metric like 
kmean. 

OPSM Order-preserving sub matrixes concentrate on columns but not the exact values uniformity in the data. 

Samba SAMBA means statistical-algorithmic Method for Bic luster analysis. It is used group similar rows and 
columns by arrange the rows and columns of the matrix to find close values which are used to cluster 
the data. 

JSa Joint sequence analysis (JSa) splits the data set into C clusters based joint dissimilarity matrix. 

Click Click (cluster identiccation via connectivity kernels) uses 
Heuristic procedures, statistical techniques and graph theory are used to cluster the data set. In tight 
groups contain similar elements (kernels) which will comes to one cluster and remaining will come to 
another cluster. 

COP K-Means Cop means constraints K-Means which use pair wise constraint information to constrain on the k-mean 
data. 

PCK-Means Pairwise constrained K-Means (PC-KMeans) is a version of the COP-KMeans algorithm.  

CMWK-Means CMWK-Means means constrained Makowski weighted K-Means. It uses pair wise distance for 
clustering the data like K-Means. 

2.2. Similarity measures used by different clustering methods 

1) Minkowski metric. 

2) Manhattan distance or city blocks distance. 

3) Euclidean distance. 

4) Kullback-Leibler divergence. 
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5) T coefficient. 

6) Cosine. 

7) K-mean. 

8) Any other. 

2.3. Things used/values to be calculated in clustering process 

The things needed to be considered before and after the clustering process are mentioned in the below 

Table 4. 

Table 4. Parameters to compute in the clustering process. 

S.No Things used User gives input (yes/no) 

1 Number of inputs for the clustering process. Yes 

2 Number of levels. Yes 

3 Number of clusters. Yes 

4 Square error or other errors. No 

5 Likelihood of clusters. No 

6 Unlikelihood of clusters. No 

7 Number of variable parameters at each level. Yes 

8 Any other. No 

3. Proposed algorithm 

3.1. One shot alpha numeric weight based clustering algorithm with user threshold 

1) Take a data source (data set/data base/file). 

2) Take the input from the user, K as number of clusters. 

3) One shot means one level we are going to get/generate all the clusters. 

4) Compute/get the count of total number of records (N) from the data source. 

5) Compute the number of records per each cluster (EPC) with a user preference ask clusters. 

Number of elements per cluster (EPC) = total number of records present in the given data set divided by 

number of clusters: EPC = Round (N/K) and the fractional elements to the last cluster. 

3.1.1. Note 

While calculation of EPC if we are getting additional precision then add all the elements to a new 

cluster (we add it to the last cluster). I.e., if EPC contains fraction “Yes”, we will add all the fractional 

elements to the last cluster; If EPC contains fraction “No”, we will leave it. 

3.1.2. Example 

Total number of records present in the data set: N = (1003); number of clusters (user preference): K = 

10; number of elements per cluster (EPC): N/K = Round (100.3). 

It means Number of Elements per Cluster is 100 and adds the remaining to the last cluster. So, the last 

cluster will contain 103 elements. I.e., all clusters constrain 10 elements except the last cluster contains 103 

elements. Total Number of Elements per cluster After One shot alpha numeric weight based clustering is 

mentioned in the Table 5. 

Table 5. Total Number of Elements per cluster After One shot alpha numeric weight based clustering. 

Cluster No 1 2 3 4 5 6 7 8 9 10 

No. of Elements 10 10 10 10 10 10 10 10 10 103 
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3.2. Calculate individual object weight positional value for a term 

a. Object individual position is calculated using ASCII Character Binary Table. 

b. Formula for calculating the object weight positional value for a term/field (OWPVT) of a record. 

OWPVT = (first char) ASCII value × n + (second char) ASCII value × (n − 1) + (last char − 3) +(Last char − 

2) ASCII value × 3 + (last char − 1) ASCII value × 2 + last char × ASCII value × 1 

3.2.1. Example 

Term is AB. AB = 65 × 2 + 66 × 1 = 130 + 66 = 196.Here “A” ASCII value is 65 and “B” ASCII value 

is 66. Sort the data set records in ascending order as per Object Weight Positional Value for the Terms. For 

that call the Sort Function or write a sort function to sort the records. Based on the EPC calculations 

(Number of Elements per Cluster), assign elements for each and every cluster as per the One shot alpha 

numeric weight based clustering algorithm with user threshold. 

3.2.2. Note 

Constraints used in the Algorithm will be given by the user. The constraints were number of clusters 

and number of Elements per cluster. 

3.2.3. Example 

Sample data set and object weight positional value for a term calculation table. Sorting the data set in 

the order of ascending based on object weight positional value for a term (OWPVT) (Table 4). 

Clustering based on the above calculations: Cluster 1: includes elements AB and CD; cluster 2: includes 

elements ABC and BCD; cluster 3: includes elements BCD1. and ABCD. Example for One shot alpha 

numeric weight based clustering algorithm with user threshold and Calculation of object weight positional 

value for a term/field (OWPVT) for clustering is given in the Table 6 below. 

Table 6. Calculation of object weight positional value for a term/field (OWPVT) for clustering. 

Sample data set WAPVT calculated value Details 

AB 196 Process: 
1. Number of clusters = K =3; 

2. Total number of records = N = 6; 
3. Number of elements per cluster (EPC) = 6/3 = 2. 
A = 65, B = 66, C = 67 and D = 68 
i.e., it consists of three clusters, each consists of 2 elements. 
Calculations: 
AB = 65 × 2+66 × 1 = 130 + 66 = 196; CD = 67 × 2 + 68 × 1 = 202 
ABC = 65 × 3 + 66 × 2 + 67 × 1 = 394; BCD = 66 × 3 + 67 × 2 + 68 × 1 = 400 
ABCD = 65 × 4 + 66 × 3 + 67 × 2 + 68 × 1 = 660; 
BCD1 = 66 × 4 + 67 × 3 + 68 × 2 + 1 × 1 = 602 

CD 202 

ABC 394 

BCD 400 

BCD1 660 

ABCD 602 

3.2.4. Note 

1) Data set can be collected/downloaded from freely available public repositories. 

2) Data preprocessing techniques applied on the collected data set. This data set will be the input for the 

proposed Algorithm[58]. 

3) Clustering output will be saved in the output file/data base. 

4) Data preprocessing has to be done on the data set before clustering algorithm starts[59]. 

5) Data preprocessing can also be done on multiple data sources to get required data for clustering 

algorithm[60]. 

6) Formatted data is given as input for the clustering process and output is patterns[61]. 

7) Data mining output is the input for the clustering algorithm input. 

8) Each clustering algorithm will be associated with a time complexity[62]. 

9) Patterns can be exported and filtered[63]. 
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10) After data clustering the data is used for visualization and interpretation of results[64]. 

11) Number of clusters is always less than or equal to total number of records present in the data set, i.e., K 

N[65]. 

4. Results 

The Results are generated on a data set which contains 1003 elements. After clustering process each 

cluster contains 100 elements except the last cluster contains 103 elements. The results are shown in a pie 

chart shown in the Figure 3 shown below. 

 
Figure 3. Percentage of Clusters generated using object weight positional value for a term/field. 

Note: Results will be generated using python. 

5. Conclusion 

Here we are going to implement one shot alpha numeric weight based clustering algorithm with user 

Threshold or user preferences to get good clusters. Here user preferences Are non-thing but the number of 

clusters as input by the user So the final conclusion is efficiency of the clustering algorithm based on the 

metric or conditions (One shot alpha numeric weight based clustering algorithm with user threshold or user 

preferences) used in the clustering algorithm. 
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