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ABSTRACT 

There are several important factors in public education in Korea. Among them, it is very important to manage time 

to improve teachers’ educational capabilities and students’ grades. However, in Korea’s public education, the existing 

school administrative work system has to deal with miscellaneous procedures, hindering teachers from guiding students. 

As a result, students also give low trust in public education. This study introduces procedures for an integrated public 

education data management system to automate administrative tasks of teachers and increase students’ educational 

capabilities. By applying the Data Mining Problem Solving Methodology (ICAIS), we identified five stages in which 

data is processed. In addition, the activities required for students to go to college were processed with text mining 

techniques (from a simple word cloud to the construction of a neural network algorithm classification model), allowing 

students to check their grades themselves. Through this study, it reduces teachers’ chores, concentrates student 

education, and provides students with the educational purpose of a self-directed method that determines their career 

path. 
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1. Introduction 

The public education system in Korea has historically been 

known for its competitiveness and exam-oriented structure. The 

curriculum places a heavy emphasis on standardized testing, which 

has led to intense academic pressure on students to perform well in 

examinations. As a result, the system has become somewhat rigid, 

with a focus on rote memorization and academic achievement rather 

than fostering holistic learning and critical thinking. One significant 

challenge faced by the Korean public education system is the burden 

of administrative work on teachers. The current rigid system 

necessitates a considerable amount of administrative tasks, diverting 

teachers’ time and energy away from focusing on innovative teaching 

methods and individualized student support. This can potentially 

impact the overall quality of education delivered in classrooms. 

Moreover, the college admission process in Korea heavily relies on 

students’ high school records and standardized test scores, making it 

crucial for students to perform well academically throughout their 

high school years. The pressure to excel academically, combined with 

limited flexibility in course selection, can create challenges for 
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students in pursuing subjects that align with their interests and future career paths[1–5]. 

As a response to these challenges and the changing landscape of education due to the COVID-19 

pandemic, there have been efforts to introduce IT technology into public schools. With the advent of e-

learning and the availability of various data collection methods, there is an opportunity to streamline 

administrative tasks for teachers and utilize data-driven insights to improve educational practices. In contrast, 

the rise in private tutoring (known as “hagwon” in Korean) can be attributed to several factors. Many 

students and parents perceive private tutoring as a means to supplement the shortcomings of the public 

education system and provide additional support for achieving higher exam scores. Private tutoring institutes 

offer specialized and tailored instruction, exam-focused preparation, and personalized attention, which 

students may feel are lacking in the public education setting. Consequently, students often turn to private 

tutoring to bolster their academic abilities and improve their chances of getting into prestigious universities. 

By considering these fundamental aspects of the Korean public education system and the factors driving 

students toward private tutoring, the article can present a more comprehensive and informative perspective 

on the challenges and potential solutions to improve the quality of education in Korea. We conducted two 

studies. Recently, with the introduction of IT technology in public education, various data can be easily 

collected in schools, and the data can be used to handle complex administrative tasks for teachers. In addition, 

by analyzing students’ competency activities with text mining techniques, we intend to build a system that 

allows students to self-diagnose and confirm their current academic capabilities. 

Research 1 aims to develop an automated school administration system using data mining techniques to 

streamline administrative tasks and improve efficiency. 

Research 2 focuses on implementing a self-directed learning diagnosis system based on text mining to 

empower students in assessing and enhancing their academic competencies. 

2. Related research 

2.1. Data mining problem solving methodology 

Data mining techniques were a key technology in problem-solving methodologies that emerged based 

on manufacturing in the mid-1990s. Based on statistics, data mining combined with computer science 

technology represents many technological advances in machine learning and has become a key tool used in 

the field. By building a database, you can organize several statistical techniques, such as visualization and 

hypothesis testing, into a single flow, starting with a structure in which data is collected through pipes. In 

particular, the ICAIS problem-solving methodology defines the flow of data from problem definition, data 

collection, analysis, application, and systemization based on manufacturing, and various statistical 

techniques and data mining techniques are mobilized. This type of data mining-based problem-solving 

methodology originated in manufacturing, but is widely used in various domains where data is generated. 

First, in the problem definition stage, teachers plan whether there is data corresponding to various complex 

problems among the various tasks that teachers encounter administratively, what kind of analysis can be 

performed, and how systematization will be carried out. In the data collection stage, the data generated from 

teachers and students in schools conducting public education are defined, and key data are set for the purpose 

of analysis[6–12]. And in the analysis stage, data analysis results that help self-directed learning, which can be 

monitored by teachers or students, are derived. Later, in the application and system phases, the design work 

is carried out so that the data that will occur in the future can be put into one system and expressed simply 

(Figure 1). 
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Figure 1. ICAIS problem solving methodology. 

2.2. Text mining 

Analyzing text is of great value along with looking at quantitative metrics. In particular, evaluation data 

for human resources, that is, data related to student activities, are often expressed in text. It is a technology 

that can easily evaluate and display not only the existing test scores of students, but also various activities 

related to career and competency. Text mining technology is a technology that applies statistics and data 

mining technology based on natural language processing. Representatively, there are word cloud, text 

classification, and association analysis. In the case of word cloud analysis, it is easy to find key words and 

expressions in a particular sentence or paragraph. Text classification is a technology that uses machine 

learning techniques to classify newly collected text according to labels specified by users in advance. 

Recently, neural network algorithms are used to utilize text classification technology. In the case of 

association analysis, analysis using unsupervised learning calculates the similarity between words in each 

sentence or paragraph to check how similar the sentences are to each other[13–20]. 

3. Research methodology 

This research is divided into two perspectives. The first is to automate student attendance, which is one 

of the most worrisome tasks from the teacher’s point of view, and configure it in a simple system format. 

3.1. Data mining-based attendance processing 

Data mining-based attendance processing systemization is divided into 5 steps. First, problem definition. 

Second, data collection. Third, data analysis. Fourth, derivation of application plan. Fifth, systemization. 

Figure 1 shows how this procedure would be performed. 

3.1.1. Problem definition 

First of all, you can discover one of the many complex tasks that occur in schools that conduct public 

education: the problem of student attendance. It has a very high impact on student success and is one of the 

most time-consuming areas of teachers’ work. 

3.1.2. data collection 

In this study, data were collected from about 500 students at D high school located in Gyeonggi-do, 

Korea. This data includes the student’s personal information, grades, etc., and shows attendance by date. 
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Attendance information contains information such as tardiness, absence, and attendance, and the teacher 

must process it by uploading it to the payment system (Table 1). 

Table 1. Collect D school student data. 

Feature Type Describe 

ID ID Student ID number 

Birth date Datetime Student birth date 

Gender Object Student gender 

Admission year Datetime Admission year 

Current grade Numeric Current grade 

1st year class Numeric 1st year class 

2nd year class Numeric 2nd year class 

3rd grade class Numeric 3rd grade class 

Absence days Numeric Absence days count 

Unexcused absence days Numeric Unexcused absence days count 

Tardiness Numeric Tardiness days count 

3.1.3. Data analysis 

It shows the data of attendance-related data that teachers need to process through visualization. This can 

be analyzed later for the purpose of managing student grades. Currently, for the purpose of increasing work 

efficiency, teachers are responsible for checking the attendance status of students and checking their 

activities. 

3.1.4. Application and systemization 

Based on the analysis, we organize the process for attendance. And we build a system to handle it 

online easily. A picture of the system is shown below. 

3.2. Text mining for student activities 

It is very important for students to self-diagnose their academic and activity competencies. A lot of 

research has already been conducted on the task of analyzing and expressing the quantitative grades of 

existing students, and numerous services have been released. However, there is a lack of educational 

research or services that analyze students’ activities and show them. Utilizing the text format used in Korean 

public education, the career-related activities entered by students are analyzed using text mining techniques. 

About 200 texts were mobilized here, and a word cloud analysis to find keywords for student activities and a 

text classification model to classify specific career activities were constructed. In this study, a classification 

model was created based on traditional machine learning techniques, and a model with high performance 

was derived compared to a naive Bayesian-based model. And it was combined with the previously 

configured administrative assistance processing system. 

In particular, in traditional machine learning techniques, ensemble algorithms that combine multiple 

algorithms to create a more powerful classifier show extremely high performance. This algorithm, which is 

based on the decision tree algorithm of existing data mining, has several algorithms such as Voting, Bagging, 

and Boosting, which boasts a high-performance classification model. 

In traditional machine learning techniques, ensemble algorithms play a crucial role in creating powerful 

classifiers that exhibit remarkably high performance. These algorithms are based on the decision tree 

algorithm, a popular method in data mining. Three well-known ensemble algorithms commonly used in text 

classification tasks are Voting, Bagging, and Boosting. 
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3.2.1. Voting 

Voting is a straightforward ensemble technique where multiple individual classifiers are trained on the 

same dataset. Each classifier independently makes predictions, and the final classification decision is made 

based on a majority vote. This approach is particularly effective when different classifiers bring diverse 

perspectives to the problem, leading to improved overall accuracy. 

3.2.2. Bagging (bootstrap aggregating) 

Bagging involves training multiple instances of the same classifier on random subsets of the dataset, 

selected with replacement. Each classifier generates its predictions, and the final classification decision is 

determined through a weighted average or voting scheme. Bagging reduces the risk of overfitting and 

enhances the model’s generalization ability. 

3.2.3. Boosting 

Boosting is another ensemble technique that iteratively trains multiple weak classifiers in sequence. At 

each iteration, the algorithm assigns higher weights to the misclassified instances from the previous iteration. 

This focuses subsequent classifiers on the previously misclassified samples, resulting in a strong ensemble 

model with improved accuracy. 

However, to achieve optimal performance with ensemble algorithms, a process known as Hyper-

parameter tuning is necessary. Hyper-parameters control the behavior of the algorithm and must be carefully 

selected to optimize model performance. Techniques like Grid Search or Random Search can be employed to 

systematically explore the hyper-parameter space and identify the best combination. 

In the context of text classification, additional preprocessing steps are crucial to ensure smooth learning 

and effective model training. Padding is employed to standardize the length of input texts, ensuring all 

sequences have the same length, which is necessary for processing in neural networks. Text to sequence 

operations convert text data into numerical representations that machine learning models can process. 

Python and R programming languages are widely used for data processing and machine learning tasks. 

In this study, the researchers opted for Python as their programming language of choice to process and learn 

from the data. Python offers a rich ecosystem of libraries and tools, making it well-suited for implementing 

text mining techniques and machine learning algorithms effectively. 

4. Result and discussion 

In order to apply the previously established procedure to the administrative system performed by 

teachers, we analyzed the experimental data collected from D high school and confirmed the expressed 

results. 

4.1. Establishment of online attendance processing system 

Based on the data collected earlier, after one student wrote the reason for attendance, the student’s 

guardian was notified and a system was constructed to obtain consent. As shown in the figure below, student 

attendance must be conducted under the consent of the student’s guardian and teacher, so if the student first 

registers the reason for attendance through the system, the parent is notified through a messenger, and if the 

parent agrees, the teacher and a system for administrators to pay. Payment requires the official seal of a 

teacher or administrator, and a function that can be uploaded in advance was designed, and it was developed 

in the form of an application (Figure 2). 

In addition, when a teacher or administrator manages a class, the student attendance status is displayed 

on one screen so that the previously processed attendance status can be viewed. The figure below is a 

visualization of the attendance status of students confirmed by one teacher (administrator) among the 200 
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data of D high school (Figure 3). 

 

Figure 2. Implementation of attendance system. 

 

Figure 3. Visualize the attendance status of D school students in a bar graph. 

4.2. Analysis of student activity data using text mining 

Text mining analysis was performed using about 200 data related to students’ activities. First, through 

the word cloud, the activity record written by one student was expressed as a graph (Figure 4). 

 
Figure 4. Word cloud obtained from the report submitted by student A on student activities. 

And using a machine learning model and a Bayesian model, a classification model was constructed to 

classify students’ activities in relation to their college entrance exam competency. 70% of the total data was 

composed of learning data, and a multi-classification model was constructed by setting the basic 

competencies of the entrance examination to ‘creative initiative’, ‘problem solving’, ‘leadership’, ‘major 
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related’, and ‘self-directed’ items. It was configured using a programming language. First, a pipe was 

constructed in which text was processed and classified by using the Random Search technique of the 

machine learning technique (Table 2), and then Hyper-parameter tuning was performed using the Grid 

Search technique for the model with high performance. 

The final selected model was selected as a random forest model, and the evaluation results were 

evaluated using accuracy as shown in the table below (Table 3). The verification work was also performed 

using 30% of the verification data. 

Table 2. Performance table of text classification model on Random Search. 

Model Train acc Test acc Note 

Decision tree model 0.613 0.602 - 

Naive bayes model 0.612 0.655 - 

Ensemble boosting model 0.916 0.516 Overfitting 

Random forest model 0.885 0.813 Select  

Support vector machine model 0.622 0.588 - 

Table 3. Performance table of text classification model on Grid Search. 

Model | parameter  Train acc Test acc 

Random forest model  
Estimator = 50 | Max depth = 5 | Max split = 10 

0.876 0.772 

Random forest model  
Estimator = 100 | Max depth = 10 | Max split = 20 

0.886 0.684 

Random forest model  
Estimator = 150 | Max depth = 15 | Max split = 30 

0.899 0.887 

Random forest model  
Estimator = 250 | Max depth = 25 | Max split = 50 

0.842 0.832 

Random forest model  
Estimator = 350 | Max depth = 35 | Max split = 100 

1.00 0.521 

Using the generated classification model, word cloud results, and other text mining results, a ‘self-

directed learning’ system was constructed in which students evaluate themselves as shown below (Figure 5). 

 

Figure 5. Student activity record system. 
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This is configured as an example of one student selected from over 200 data, and you can check your 

activity record according to each student’s ID by linking with the database (Figure 6). 

 
Figure 6. A system that can check quantitative grades and activities for each student. 

5. Conclusion and future work 

We constructed an automated system for teachers of educational institutions conducting public 

education and a student activity analysis system for students’ self-directed learning using the previously 

collected data. As artificial intelligence and big data related technologies related to the 4th industry are 

increasingly emphasized in public education in Korea, we are trying to find a solution that can configure the 

previously configured system to suit each school. In addition, text mining techniques for student activity 

records will be analyzed using neural network-based algorithms as well as traditional machine learning 

algorithms. We will conduct research on how to add an auto-completion function to activity records. These 

improvements will have a positive impact on online public education systems in countries other than Korea 

in the future, and will have a great effect in areas where the private education market is large, along with 

improving class leadership for students through reducing the burden of administrative work on teachers, 

Public education could be further strengthened. 
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