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Original Research Article

Spatiotemporal Information Fusion Method of User and Social Media 

Activity 

Chao Yang*, Liusong Yang, Kunlun Qi 

School of Geography and Information Engineering, China University of Geosciences, Wuhan 430074, China 

ABSTRACT 

Social media check-in data contains a lot of user activity information. Understanding the types of activities 

and behavior of social media users has important research significance for exploring human mobility and behavior 

patterns. This paper studies the user activity classification method for Sina Weibo (a very popular Chinese social 

network service, referred to as “Weibo”), which combines image expression and spatiotemporal data classification 

technology to realize the identification of the activity behavior represented by the microblog check-in data. Firstly, the 

user activities represented by the Sina Weibo check-in data are divided into six categories according to POI attribute 

information: “catering”, “life services”, “campus”, “outdoors”, “entertainment” and “travel”; Then, through the 

Convolutional Neural Network (CNN) and K-Nearest Neighbor (KNN) classification methods, the image scene 

information and spatiotemporal information in the check-in data are fused to classify the activity behavior of microblog 

users. The experimental results show that the proposed method can significantly improve the accuracy of microblog 

user activity type recognition and provide more effective data support for accurately exploring human behavior 

activities. 
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1. Introduction

With the development of the Internet and the popularity of social

networks, more and more users obtain and share all kinds of social 

media information on social networks[1]. Social networking software 

such as Facebook, Twitter and Sina Weibo have more than 3 billion 

active users worldwide[2], generating and disseminating massive 

amounts of social media data every day[3]. Sina Weibo is one of the main 

social media applications in China, by the first half of 2018, the number 

of Weibo users had reached 337 million, of which 316 million were 

using smart phones, accounting for 93.5%[4]. 

Social media data can provide a large amount of information at the 

level of human and social interaction, especially smart phone users. It 

can provide social media check-in data with geographical location in-

formation, including short text messages, photos, time and location of 

message release and their corresponding points of interest (POI) in-

formation, which can reflect or infer the users’ activity content at a 

certain time and space location to a certain extent[5-6]. 

Massive social media check-in data can provide data support for 

tracking and analyzing human movement patterns and behavior patterns 

in a long time and space scale[7]. Compared with previous location data 

(such as mobile phone location data), check-in data includes not only 

time and location information, but also users’ behavior information, that 
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is, information related to social media user activity 

content; Secondly, the spatiotemporal information 

sequence of check-in data can be regarded as the 

spatiotemporal trajectory of users. For example, the 

check-in point map of 500 million users on four-

square clearly shows the distribution of global hu-

man activities[8]. Based on this, more research-

ers began to explore social media data from different 

angles. Duan et al. proposed a spatiotemporal theme 

model considering continuous time and regional 

influence factors, which can more accurately find the 

evolution of microblog event theme in continuous 

time[9]; Wang et al. proposed the concept of co-word 

network, extracted the key words of time type to 

describe different microblog topics, and proved its 

effectiveness through experiments[10]; Cheng et al. 

explored the activity preference and activity time of 

Twitter users through the analysis of twitter check-in 

number in New York City[11]; Rizwan et al. used Sina 

Weibo check-in data to observe the individual 

check-in behavior and activity intensity in Shang-

hai[12]. 

However, social media data is a kind of user 

generated content (UGC), which is subject to the 

objective constraints of data acquisition technology, 

data users’ understanding of data and data operation 

specifications, as well as the subjective influence of 

location, time and published content. There is un-

certainty in data quality[7]. Therefore, when using 

social media check-in data to analyze the activity 

category of users, the quality of check-in data needs 

to be considered[13]. Due to the lack of verification 

means for the correctness and reliability of social 

media data, when analyzing user behavior for social 

media check-in data, we only consider one assump-

tion of data quality: is the POI location of user 

check-in consistent with the content displayed by 

users? That is, whether the activity category repre-

sented by the POI information is consistent with the 

multimedia content (text and picture) in the check-in 

information. As shown in Figure 1, we list the cases 

where the spatiotemporal information and multime-

dia content contained in Sina Weibo check-in data do 

not match the activity category represented by the 

check-in POI information. Therefore, only using the 

POI information of social media check-in data will 

directly affect the results of user behavior analysis.

Figure 1. Examples of Sina Weibo check-in data 

quality problems. 

In the research on the behavior classification of 

microblog users, based on the POI category defini-

tion of sina microblog platform, aiming at the main 

daily activities and contents of social media users, 

this paper divides the activity types of users into six 

categories: “catering” “life service”, “campus”, 

“utdoor”, “entertainment” and “travel”. By com-

prehensively analyzing the spatiotemporal infor-

mation and image scene information of microblog 

check-in data[14], the behavior classification of mi-

croblog data is realized, so as to improve the accu-

racy of behavior data classification. 

This paper proposes a user activity classifica-

tion method combining K-Nearest Neighbor (KNN) 

and Convolutional Neural Networks (CNN). The 

method determines the temporal and spatial distri-

bution of each check-in data in the 

three-dimensional space according to the time and 

space information of the check-in data of Weibo. 

Based on the theory of KNN model, we believe that 

the sign in points with similar distribution in time 

and space are more likely to have the same activity 
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category; according to the image characteristics of 

microblog check-in data, the scene information in 

the image is extracted by using the pre-trained CNN 

model[15]. We believe that the images uploaded by 

most users have certain practical expression signif-

icance, and the scene information contained in the 

image can reflect the spatial information or activity 

state of users. Finally, we use the method of logistic 

regression to distinguish the type of user activity by 

combining the probability distribution vector ob-

tained from the above spatiotemporal features and 

image features. Experiments show that integrating 

the spatiotemporal information and image scene 

information of microblog check-in data can signifi-

cantly improve the accuracy of microblog user ac-

tivity classification. 

2. Microblog check-in data and user

activity types

2.1 Microblog check-in data 

Every time a microblog user signs in, a mi-

croblog check-in data with geographic location in-

formation will be generated, including time, location, 

image, short text and other information; at the same 

time, when checking in, users will choose to carry 

the POI information near their location, which not 

only contains the spatial location information, but 

also carries the relevant location semantic infor-

mation, such as the category and name of the POI. 

Figure 2. Distribution of Weibo check-in data during January 2015 and June 2015 in Wuhan. 

The data set studied in this paper is the check-in 

data of microblog users in Wuhan from January 

2015 to June 2015. As shown in Figure 2, the overall 

data adopts a grid size of 500 m × 500 m to construct 

a square grid covering the urban area of Wuhan, 

which is spatially connected with the data of 

check-in points. The number of check-in points in 

the grid is used as the classification standard, and the 

natural breakpoint grouping method is used to select 

different color bands for each grid according to the 

sample density; it can be seen that the user’s activity 

area basically covers the main urban areas of Wuhan, 

while the number of check-in is obviously scarce in 

the surrounding suburbs and areas with low popula-

tion activity density. 

2.2 Activity types of microblog users 

Although the activity type of microblog users’ 

check-in data cannot be obtained directly from the 

check-in data, most users will choose to carry POI 

information with high relevance to their activities 

when signing in. Therefore, it is feasible to classify 

user activities based on the POI information of 

check-in data[16]. Sina Weibo officially has 200+ POI 

categories, such as cafes, cake shops and seafood 

restaurants, etc. Although this division method is 

very detailed, for this study, we focus not on the 

specific activity content of each data, but on the 

macro activity distribution of user groups. Accord-

ing to the land use regulations and the types of hu-

man daily activities, we redefined the original POI 

types into six categories: “catering”, “life service”, 
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“entertainment”, “outdoor”, “campus” and “travel”, 

among which the POI types corresponding to each 

activity category and the proportion of microblog 

data of each category in the check-in data set are 

shown in Table 1. 

Table 1. The activity classes of POIss in Weibo check-in data 

Activity cat-

egory 
Check-in POI point category 

Proportion 

(%) 

Restaurant Coffee shop, tea shop, dessert shop, fast food restaurant, Chinese restaurant, foreign res-

taurant, leisure restaurant, pastry shop, cold drink shop, catering food, buffet, barbecue, 

cooked food, snacks 

29.32 

Life service Residential area, community service, dry cleaning shop, photo studio, bank, telecommuni-

cations business hall, beauty salon, bath and massage, class III hospital, clinic, drugstore, 

specialized hospital, 4S store, express, museum, exhibition hall, convention and Exhibition 

Center 

13.38 

Entertainment KTV, billiards hall, bar, game hall, disco, chess and card room, Internet cafe, cinema, theater, 

nightclub, casino 

22.18 

Outdoors Amusement parks, parks, zoos, botanical gardens, city squares, campsites, aquariums, water 

sports centers, golf related, fitness centers, sports venues, tennis courts, badminton halls, 

taekwondo halls, natatoriums, basketball venues, football fields, national scenic spots, gen-

eral scenic spots, scenic spot gates 

11.01 

Campus Colleges and universities, adult education, vocational and technical schools, middle schools, 

primary schools, kindergartens, university centers, school gates, scientific research institu-

tions, libraries 

5.01 

Travel Ticket office, airport, railway station, port wharf, long-distance bus station, subway station, 

hotel guest house, star hotel, Youth Hostel, toll station 

19.08 

3. Microblog user activity classifi-

cation model 

3.1 Spatiotemporal characteristics 

based on microblog check-in data 

Study the types of user behavior activities, in 

which time and space factors are very important 

characteristic factors. Set S = {𝑎1, 𝑎2, ⋯ , 𝑎𝑛} as the 

collection of check-in data samples, where n is the 

total number of samples in the data set. Each 

check-in record  𝑎𝑖(1 ≤ 𝑖 ≤ 𝑛)represents a user’s 

microblog check-in record. For example, after a user 

completes a microblog check-in behavior, it pro-

duces {< 114.35, 30.14 >, 19: 23: 11, Catering} such 

a microblog check-in record, we can understand that 

the user’s time in Beijing is < 19: 23: 11 >, location < 

114.35, 30.14 > carried out catering related activities; 

we denote it as 𝑎𝑖 = {(𝑙𝑖, 𝑡𝑖), 𝑐𝑖}(1 ≤ 𝑖 ≤ 𝑛), which 

represents a user’s check-in record. Among them, 

(𝑙𝑖, 𝑡𝑖)represents the spatiotemporal information of 

the check-in data, and 𝑐𝑖 represents the user activity 

category information of the check-in data. 

Because geographical things or attributes are  

 

related in spatial distribution, the closer things in 

space are more closely related; and in real life, hu-

man activities often show a specific time pattern[17]. 

For example, people often carry out catering activi-

ties at a fixed time every day. Therefore, this paper 

attempts to explain and analyze the user’s activities 

from the perspective of time and space by taking 

hours as the basic scale and combining with the 

geographical distribution of spatial features. Based 

on the above ideas, this paper uses KNN method to 

model the temporal and spatial characteristics of 

microblog check-in data, and calculates the classi-

fication results of user activities based on the tem-

poral and spatial characteristics of microblog 

check-in data. 

3.2 Image features based on microblog 

check-in data 

In addition to the above-mentioned spatiotem-

poral characteristics, the microblog check-in data 

also includes the image features uploaded by users, 

which can provide feature information related to 

user activities to a certain extent, supplement and 
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assist decision-making for information that can-

not be directly expressed by spatiotemporal charac-

teristics. For example, for a microblog check-in data 

whose activity category is unknown and whose 

space is located around ordinary streets, if the im-

ages it carries are mainly images closely related to 

the catering category, such as dishes, restaurant in-

terior or restaurant door face, we have reason to 

think that this check-in data probably reflects a us-

er’s ongoing catering activities, rather than outdoor 

category or resident category. 

Based on the above ideas, we use the places 365 

data set[18] published by MIT in 2015 and its plac-

es365 CNN model based on alexnet network train-

ing[19]. For each input picture, the model calculates 

its corresponding scene category probability distri-

bution. Based on the pre-trained places 365 CNN 

model, combined with manual annotation, this paper 

maps its original 365 scene categories to the mi-

croblog user activity categories described in Table 1 

(as shown in Figure 3). For example, we divide the 

airport and bus station in the original category into 

travel activities. Cafeteria and bakery are divided 

into catering activities. Finally, the above model is 

used to calculate the user activity classification re-

sults corresponding to the images in the microblog 

check-in data (some examples are shown in Figure 

4). 

Figure 3. Framework of the image-based user activity classification model. 

Figure 4. Examples of image-based user activity prediction results. 

3.3 Activity classification method 

based on multi features 

For real human activities, most activities will 

show high aggregation and reciprocation in time and 

space, such as people’s behavior atterns such as three 

meals a day or working from nine to five, that is, the 

activity category distribution of a time and space 
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point can be roughly determined through spatio-

temporal characteristics. However, for social media 

check-in data, there is a lag problem, that is, mi-

croblog users may sort out activity photos and pub-

lish microblogs after catering or entertainment ac-

tivities, resulting in the space-time information of 

check-in data cannot accurately represent the 

space-time period of activities, resulting in mis-

judgment of user activity categories based on spati-

otemporal characteristics. 

We think about two situations: (1) user A has a 

catering activity in a commercial body at noon, but 

he only publishes the check-in information in the 

afternoon. Then, through the obtained spatiotem-

poral characteristics, we are more likely to think 

what kind of activity he is doing? (2) User B goes to 

a KTV in a business at noon to get together with his 

friends, and clocks in on his social media at the same 

time. Then, through the obtained spatiotemporal 

characteristics, we will be more likely to think what 

activities he is doing? It’s not hard to figure out that 

if we try to judge the user activities behind the social 

media check-in data only through the spatiotemporal 

characteristics, we will be more likely to misclassify 

the above situation (1) into entertainment activities 

and (2) into catering activities. In view of the above 

situation, this paper attempts to fuse image features 

for improvement. 

Based on this idea, we propose an activity 

classification method based on the multidimensional 

characteristics of social media check-in data: 

1) The preprocessed spatiotemporal features are

input {𝑙𝑖, 𝑡𝑖, 𝑐𝑖} into the KNN model in the form of

triples. For each microblog check-in data, the mod-

el based on spatiotemporal characteristics is used to 

calculate the corresponding probability distribution 

vector of user activity 𝑠𝑣𝑒𝑐𝑡𝑜𝑟 category;

2) Using the user activity classification mod-

el based on image features, the probability distribu-

tion vector of user activity category corresponding to 

the image in each microblog check-in data is pvector 

calculated; 

3) Integrating the probability distribution vec-

tor 𝑠𝑣𝑒𝑐𝑡𝑜𝑟  and pvector sum of user activity catego-

ries based on spatiotemporal characteristics and 

image features, a logistic regression equation based 

on multi-dimensional features of social media 

check-in data is established: 𝐹 = 𝑤1 × 𝑠𝑣𝑒𝑐𝑡𝑜𝑟 +

𝑆𝑣𝑒𝑐𝑡𝑜𝑟 +𝑤2 × 𝑝𝑣𝑒𝑐𝑡𝑜𝑟 + 𝑏;

4) Solve the logistic regression equation to ob-

tain the classification results of user activities based 

on the multidimensional characteristics of social 

media check-in data. 

Figure 5. Framework of user activity classification using Weibo check-in data. 

4. Experiment and analysis

4.1 Experimental data 

The experimental data selected in this paper 

comes from the microblog check-in data in Wuhan 

in the first half of 2015, with a total of more than 

100,000 pieces of data, which are distributed in all 

districts of Wuhan. We manually label the data ac-

cording to the POI, image, timestamp and other in-

formation contained in the original data to remove 

the meaningless or unclear data 

Figure 6 shows two microblog check-in data 

with POI information of different spatial scales. 

According to the POI information, the microblog 

data in Figure 6(b) can be correctly divided into 

outdoor activities, but the data in Figure 6(a) cannot 

make a correct judgment. This shows that the POI 

information contained in the user’s sign in microblog 

data may affect the judgment of their activity cate-

gory. 
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Figure 6. The effect on categories of POI at different spatial scale.

Figure 7. Distribution of user activity classes in Weibo check-in data.

After data preprocessing, there are more than 

20,000 effective experimental data used in this paper, 

of which the data of each activity category accounts 

for as shown in Table 1. Figure 7 shows the data 

distribution of different user activity types. It can be 

seen from the figure that there are a large number of 

check-in activities in transportation hubs such as 

Wuhan Tianhe Airport and Wuhan Station, as well as 

hot areas such as campus and commercial complex, 

indicating that microblog users prefer to check-in 

activities when traveling and dining; moreover, the 

main body of such activities is mainly young people 
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and students, which is in line with the results of mi-

croblog user survey that most of them are highly 

educated people and young people. 

In order to ensure the effectiveness of precision 

comparison, the data set is randomly divided in this 

experiment. The proportion of training data and test 

data is 4:1. The experimental results in this paper are 

the average value calculated by 10 times of random 

division. 

4.2 Experimental results 

According to the above ideas, this paper com-

pares three different methods based on the spatio-

temporal characteristics, image characteristics and 

multi feature fusion of microblog check-in data to 

verify the effectiveness of the method in the activity 

classification task of microblog check-in users. As 

can be seen from Figure 8, the overall accuracy of 

the method based on spatiotemporal characteristics 

is basically the same as that of the method based on 

image features; the model based on image features 

should be relatively robust, and its precision and 

Kappa coefficient have been significantly improved; 

the performance of the multi-feature fusion method 

proposed by us is significantly better than that of the 

single feature method using only spatiotemporal 

characteristics or image features. Its accuracy 

has been improved by nearly 10%, and the recall rate, 

F1-Score and Kappa coefficient have also been im-

proved by 7%~9% The above results show the ef-

fectiveness of this method for the activity classifi-

cation task of microblog check-in users. 

Figure 8. Comparison of three models on different evaluation indicator. 

As shown in Figure 9, we give the confu-

sion matrices of the three models in each sub-

division category. The results show that the 

three methods show obvious differences in dif-

ferent user activity categories. For the meth-

od based on spatiotemporal characteristics, it 

has nearly 90% accuracy rate in the category of 

travel activities, which may be because most of 

the target locations related to travel activities 

are concentrated in railway stations, airports 

and other places, which are generally unique in 

cities. Secondly, the method based on spatio-

temporal characteristics also has an accuracy 

rate of nearly 60% in catering categories. It 

can be seen from the confusion matrix that a 

considerable part of the data is misjudged as 

catering categories. The reason for this phe-

nomenon may be related to the distribution of 
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urban catering industry. The catering industry is 

mostly distributed in the interior of ma-

jor businesses, around major scenic spots or 

near major universities in order to seek stable 

passenger flow or more potential customers; 

however, this also leads to a problem. Assum-

ing that most people choose to release check-in 

data related to food in a business or around a 

scenic spot, some data belonging to other cate-

gories, such as entertainment or outdoors, 

will be misjudged as catering activities due to 

the temporal and spatial aggregation. 

Figure 9. Comparison of the confusion matrix of models. 

For the method based on image features, it has 

shown considerable results in catering category and 

outdoor activity category, and the accuracy of ca-

tering category has reached 80%. This is because 

most of the images carried by microblog check-in 

data are related to user activities, such as dishes in 

catering category, restaurant interior or sky and 

grassland in outdoor category. The images of these 

categories have high discrimination and can also 

provide more information related to user activities; 

for campus, travel and other categories, the image 

information carried by these categories, such as the 

appearance of campus roads and railway stations, 

does not contain clear feature points and cannot 

provide strong activity category related information, 

which also leads to low accuracy of these categories 

and more misjudgments and misjudgments. 

This method can integrate the advantages of 

different features by integrating space-time and 

image scene information. While ensuring the classi-

fication accuracy of catering category and travel 

category, it also achieves an overall accuracy of 

more than 50% in outdoor category and entertain-

ment category. Compared with the single feature 

method, the accuracy of the multi-feature method in 

catering and entertainment categories has been im-

proved by 5% and 10% respectively, which shows 

that this method can alleviate the impact of lag in 

microblog check-in data to a certain extent; on the 

other hand, for some microblog check-in data, the 

single spatiotemporal characteristics image features 

may not be able to fully express their scene seman-

tics, but the integration of different features can 

make up for the lack of semantic expression ability 

of single features in some scenes, so as to improve 

the accuracy of user activity classification. 

By comparing the confusion matrix, we find 

that although the method based on multi-features has 

achieved quite good improvement in the overall 

accuracy compared with the single feature method, 

its accuracy in some activity categories has de-

creased to varying degrees. For example, the accu-

racy of travel categories has decreased by up to 30%. 

In addition, the method based on multi-features has 

no significant effect on some activity categories, 

such as campus category and resident category. This 

may be because the main influencing factors of these 

activities are the spatiotemporal characteristics of 

their activities. For example, the microblog check-in 

data corresponding to the travel activity category are 
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mostly located in railway stations or airports, so 

there is a high correlation in time and space; however, 

these categories of microblog images are often not 

the image information corresponding to the activity 

type, and are often expressed as images of landscape, 

food or some scenes, such as photos on the subway, 

at the station or at the airport entrance. These images 

may be identified as other types, which may interfere 

with their judgment on the user activity category and 

affect their classification performance on these user 

activity categories 

Although the classification method based on 

multi-features cannot comprehensively improve the 

performance of all user activity types, on the whole, 

this method can better express microblog user ac-

tivities, significantly improve the classification ac-

curacy of user activities based on microblog 

check-in data, and provide more effective data 

support for accurately exploring human behavior 

activities. 

5. Conclusion

Aiming at the user activity category infor-

mation hidden in the social media check-in data, this 

paper uses the machine learning method to decom-

pose the problem, tries to look at and analyze the 

problem from different angles, and realizes the user 

activity classification model integrating image and 

spatiotemporal information. The experimental re-

sults show that the method of integrating the spati-

otemporal characteristics and image characteristics 

of microblog check-in data can significantly im-

prove the recognition accuracy of user activity types 

and provide more effective data support for the re-

search of accurately exploring human behavior ac-

tivities. 

In the future, it will be considered to combine 

the POI information of microblog check-in data, 

design a user activity classification model integrat-

ing the temporal and spatial characteristics, image 

characteristics and POI information of check-in data, 

and realize the end-to-end model from microblog 

check-in data to user activity category classification, 

so as to further improve the accuracy of user activity 

classification method. 
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ABSTRACT 

With the successful application of machine learning in biological information, face recognition and other fields, it 

also provides power for the development of unmanned farms. Firstly, this paper expounds the basic concepts of 

unmanned farm and machine learning. At the same time, it analyzes the application of machine learning in planting and 

animal husbandry. This paper expounds its application in field weed identification, crop pest detection and crop yield 

prediction in planting. In animal husbandry, this paper analyzes the application status of machine learning in accurate 

identification and classification of fish, pigs and other livestock, fish feeding decision-making system and production 

line prediction of chickens and cattle. It is pointed out that machine learning has some disadvantages, such as 

difficulties in obtaining and marking training samples, performance defects of embedded chips, and lack of 

professionals. A general unmanned farm database should be established to study the expert system that can predict the 

health status of animals and monitor the growth environment of animals in real time. The embedded research of 

machine learning should be strengthened, and machine learning combined with 5G, big data, sensors and other 

technologies will become the research direction of unmanned farm in the future. This paper summarizes the application 

status, problems and prospects of machine learning in unmanned farm, hoping to provide references for further research 

in the future. 
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1. Introduction

Agriculture is one of the most important industries in the

world[1], because food is necessary for everyone. It ensures the survival 

of the global population. The rapid development of agriculture makes 

the hunger crisis no longer appear[2]. With the trend of growing global 

population, more agricultural labor force is needed to support agricul-

tural production[3]. However, in the previous decades, the average age of 

farmers engaged in agricultural work is increasing rapidly. The propor-

tion of people aged 45–64 engaged in agricultural work has increased 

from 33.48% in 2006 to 43.48% in 2016[4]. Therefore, the current ag-

ricultural research mainly focuses on improving higher quality agri-

cultural production with less labor[1]. 

With the rapid development of information technology, the world’s 

most cutting-edge technologies such as Internet of things (IoT)[5-6], ro-

botics[7-8], big data[9] and artificial intelligence (AI)[10-11] are more and 

more widely applicated and mature in agriculture, making the concep-
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tion of the operation mode of unmanned farm be-

come reality, greatly liberating productivity and 

improving resource utilization. In the operation 

mode of unmanned farm, artificial intelligence 

technology plays the role of thinking and deci-

sion-making, and machine learning is one of the 

most important technologies of artificial intelli-

gence[12]. 

With the gradual and successful application of 

machine learning technology in other scientific 

fields, such as bioinformatics[13], medicine[14], visual 

tracking[15], robotics[7], climatology[16], remote 

sensing image processing[17-18], agricultural scien-

tists and scholars pay more and more attention to the 

application of machine learning in agriculture, 

which is also the most cutting-edge, modern and 

promising technology in agriculture[19]. Based on the 

introduction of the concepts of unmanned farm and 

machine learning, combined with the practical ex-

perience of machine learning technology in the 

ecological unmanned farm of Shandong University 

of Technology, this paper summarizes its application 

status and future development direction in the eco-

logical unmanned farm, so as to provide reference 

for the better application of machine learning in the 

unmanned farm in the future. 

2. Concepts of Unmanned Farm

and Machine Learning Concepts

2.1 Concept of unmanned farm 

With the over exploitation of China’s agricul-

tural resources, the available cultivated land is de-

creasing year by year. At the same time, the waste 

and development without cause or reason of agri-

cultural resources have led to the deterioration of 

China’s agricultural labor environment. Now, Chi-

na’s aging population is becoming more and more 

serious, there are fewer and fewer labor forces en-

gaged in agricultural labor, and the predicament of 

no farming is becoming more and more obvious. The 

in-depth application of information technologies 

such as Internet of things, cloud computing, big data 

and artificial intelligence in the agricultural field[20] 

equipped the unmanned farm with the economic, 

social and technical conditions. 

Unmanned farm is a new agricultural produc-

tion mode, which does not require too much partic-

ipation of labor force. Through the joint use of In-

ternet of things, big data, artificial intelligence, the 

fifth generation (5G) technology and robots and 

other cutting-edge technologies, all production ac-

tivities of unmanned farm are carried out with re-

mote control in the whole process, so as to realize the 

independent operation of equipment, machinery and 

robots[1]. 

Unmanned farms use sensor technology to 

monitor the growth of animals and plants and the 

working conditions of various production equipment, 

and use reliable and efficient communication tech-

nology to transmit data to the cloud, such as LoRA 

wireless transmission communication technology[21]. 

The cloud platform analyzes and processes data 

through big data technology[22], generates production 

and operation decisions, then transmits the decision 

information to the robot, and finally the robot per-

forms specific production activities. 

In the unmanned farm, the whole process of 

agricultural production and operation should achieve 

accurate management, self decision-making, un-

manned operation and personalized service, so as to 

achieve the sustainable development goal of agri-

cultural production. The architecture of unmanned 

farm is composed of foundation layer, deci-

sion-making layer and application service layer. Its 

roles and components are described as follows. (1). 

The foundation layer includes communication sys-

tem and infrastructure system. (2). The deci-

sion-making layer is an intelligent decision-making 

cloud platform for unmanned farms, which analyzes, 

processes and stores a large number of data re-

sources and generates decisions. (3). The application 

layer is the automatic operation equipment system, 

which uses intelligent agricultural equipment and 

Internet of things technology. It is the core compo-

nent of unmanned farm. 

The three-tier structure of unmanned farm plays 

different roles. The basic layer is essential to support 

the operation of other systems, and the infrastructure 

system and communication system of the basic layer 

are responsible for data collection and transmission. 

The decision-making level implements data man-
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agement and makes decisions related to production 

and operation. The application layer uses machines 

instead of personnel for production operations. The 

three-layer structure cooperates with each other to 

realize the safe and reliable intelligent operation of 

the unmanned farm[1]. 

2.2 Machine learning 

Machine learning is an important branch of ar-

tificial intelligence in the field of computer science. 

The name of ML was proposed by Samuel[23]. Ma-

chine learning is an intelligent method that enables 

computers to simulate human learning activities, 

acquire new knowledge, continuously improve per-

formance and realize self-perfection. The basic 

principle of ML is to construct an algorithm, which 

can receive data and use statistical technology to 

predict the output, and update the output when new 

data is available[24]. 

Machine learning methods are divided into 

supervised learning, unsupervised learning and 

semi-supervised learning. Commonly used algo-

rithms include artificial neural network and deep 

learning. 

2.2.1 Supervised learning 

Supervised learning is to obtain an optimal 

learning model through the training of existing 

training samples, and then use this learning model to 

map all inputs into corresponding outputs and make 

simple judgment on the outputs, so as to achieve the 

purpose of prediction and classification. 

2.2.2 Unsupervised learning 

The training samples of unsupervised learning 

do not have any labeled information. It is to discover 

the internal relationship of data by learning the 

training samples without labeled information, so as 

to provide a basis for further data analysis. It is ap-

plicable to scenes that do not have enough previous 

experience and are not suitable for manual labeling. 

2.2.3 Semi-supervised learning 

Semi-supervised learning is a collection of su-

pervised learning and unsupervised learning. Part of 

the data in the training data set is labeled and the 

other part is unlabeled. A small amount of labeled 

data and a large amount of unlabeled data are used 

for learning, so as to obtain the corresponding output. 

In agriculture, there are usually a large number of 

unlabeled data due to the limitation of the scene, so 

the research of semi-supervised learning is very 

helpful for agriculture. 

2.2.4 Artificial neural network 

Artificial neural network, abbreviated as neural 

network (NN), is a mathematical model that simu-

lates the neural system of human brain to process 

complex information. In fact, it is a complex net-

work composed of a large number of simple com-

ponents connected with each other. It is a system that 

can carry out complex logical operation and non-

linear relationship. It is one of the examples of su-

pervised learning[25]. Artificial neuron is the basic 

information processing unit of artificial neural net-

work operation. The structure of artificial neuron is 

shown in Figure 1. 

Figure 1. Structure diagram of artificial neural 

network. 

The output of an artificial neuron to an input 

signal 𝑋 = [𝑋1, 𝑋2𝑋3…𝑋𝑚]
𝑇
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At present, artificial neural network has been 

more frequently used in information processing, 

prediction analysis and other fields[26]. 

2.2.5 Deep learning 

Deep learning is a sub field of machine learning, 

which is developed on artificial neural network. Its 

core idea is to automatically extract multi-layer 

features in the data center through data driven[27] and 

nonlinear transformation[28]. In essence, it achieves 

the purpose of feature extraction and transfor-



Application status and prospect of machine learning in unmanned farm 

15 

mation by using nonlinear information processing 

mechanism and the combination of supervised and 

unsupervised training, so that the data relation-

ship between samples can be successfully fitted[29]. 

Deep learning is a deep machine learning model. 

“Deep” is mainly reflected in the multiple trans-

formation of features[30]. The deep network structure 

weakens the error features extracted by the previous 

layer of network to a certain extent, and represents 

the complex function with fewer parameters, making 

the network calculation more compact, so as to im-

prove the efficiency and effect[28]. The powerful 

advantage of deep learning is feature learning, that is, 

automatically extracting features from the original 

data and combining lower-level features to form 

higher-level features[31]. There are many different 

types of networks for deep learning. The basic net-

works include deep confidence network, convolu-

tional neural network, recursive neural network, 

etc.[32], and convolutional neural network is the most 

widely used in agriculture. The network model le-

Net-5 is a classical convolutional neural network, 

and its network structure is shown in Figure 2.

 

Figure 2. Structure diagram of leNet-5 network.

3. Application of unmanned ma-

chine learning on farm 

As the key part of unmanned farm is artificial 

intelligence, and machine learning is one of the key 

technologies of artificial intelligence, machine 

learning technology is playing a more and more 

important role in unmanned farm. This section will 

discuss the application of machine learning in 

planting and animal husbandry. 

3.1 Application of machine learning in 

planting industry 

3.1.1 Application of machine learning in field 

weed identification 

In agricultural production activities, weeds are 

inevitable accompanying plants in the field. At pre-

sent, the main weeding methods used in China are 

chemical weeding, manual weeding, mechanical 

weeding, biological weeding, etc. The traditional 

weeding work is time-consuming and laborious. In 

today’s situation of “no man farming”, it is impos-

sible to rely on the traditional weeding technology, 

so the weeding technology based on machine 

learning has become more and more important. 

Using convolution neural network and deep 

learning to identify and detect weeds is the most 

widely used method at present. Andrea et al.[33] of 

Bonn University used convolutional neural network 

to distinguish corn plants and weeds in the early 

growth stage of crops, and trained the convolutional 

neural network with the data set generated in the 

segmentation stage, and the recognition accuracy 

reached 97.23%. Jiang Honghua et al.[34] improved 

the convolutional neural network when identifying 

weeds in the field, adding a binary hash layer behind 

the full connection layer. By comparing the full 

connection layer feature code and hash code, they 

found the labels of K images closest to them and 

classified them into the category with the highest 

frequency. This algorithm uses 5000 images for 

training and 1000 data sets for testing (the proportion 

of the training set to the test set is 5:1), and the field 

recognition accuracy is as high as 98.6% and the 

detection accuracy on other weed data sets was 

95.8%. Flores et al.[35] from the Department of ag-

riculture and bioengineering of North Dakota State 

University simulated the field conditions in the 

greenhouse environment, collected the image shape, 

color and texture feature values, and used support 
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vector machine model (SVM), neural network (NN), 

random forest (RF), GoogLeNet and VGG-16 model 

for recognition and detection respectively. Finally, 

the recognition accuracy of VGG-16 model in dis-

tinguishing soybean seedlings and corn miscella-

neous seedlings reached 96.2%, of which the accu-

racy is the highest among the above five model 

methods. Meng Qingkuan et al.[36] used deep sepa-

rable convolution combined with compression and 

excitation network module to build a lightweight 

feature extraction unit to replace the VGG-16 net-

work in the standard SSD model and improved the 

speed of feature extraction. The deep semantic in-

formation in the extended network was fused with 

the shallow detail information. The average detec-

tion accuracy of the improved deep learning detec-

tion model for corn and weeds is 88.27%. Liu Huili 

et al.[37] built a convolution neural network model 

with multi-scale hierarchical features based on the 

deep learning framework tensorflow, and applied the 

4 times expanded unit convolution kernel to obtain 

the recognition model of corn seedling image. Its 

recognition accuracy reached 99.65%. 

In weed management in the field, by improving 

various machine learning algorithms, the recognition 

accuracy of weeds has been very high, but most of 

them are planted and collected in the laboratory, and 

no field test is carried out in the field. Due to the 

more complex environment in the field, it will in-

crease the recognition difficulty of machine learning 

algorithm. We should strengthen the landing ex-

periment and improve the algorithm model through 

the real field scene, making the machine learning 

algorithm better applied to the field weed identifi-

cation project. 

3.1.2 Application of machine learning in pest 

detection 

In agriculture, in addition to the great impact of 

weeds on crops, pest control is another important 

issue of crop planting. In terms of pest control, the 

current common practice is to spray chemical agents 

evenly in the planting area. Although this method is 

the most effective, the use of chemicals will also 

cause environmental pollution and threaten envi-

ronmental safety[38]. Due to the application of 

in-depth learning in precision agriculture, precision 

spraying is realized in the process of pest control, 

and the use of pesticides is reduced. 

Pantazi et al.[39] used the methods of artistic 

neural network (ANN) and XY-Fusion network to 

detect and identify healthy silymarin plants and 

plants infected by aspergillus niger. Using 

XY-Fusion method, the detection accuracy reached 

95.16%. Ebrahimi et al.[40] used SVM classification 

method to detect thrips on crop canopy images, and 

used a new image processing technology to detect 

parasites that may appear on strawberry plants. 

Support vector machines with different kernel func-

tions were used to classify parasites and detect thrips. 

The results show that the support vector machine 

model with regional index and brightness as color 

index had the best classification effect, and the av-

erage error was less than 2.25%. Chung et al.[41] 

proposed a nondestructive method to distinguish 

infected rice seedlings and healthy seedlings at the 

age of 3 weeks by using machine vision. They de-

veloped a support vector machine (SVM) classifier 

to distinguish infected and healthy seedlings, and 

used genetic algorithm to select the basic features 

and optimal model parameters of SVM classifier. 

The results show that the proposed method had the 

accuracy of 87.9%, realized automatic detection of 

infected plants, improved grain yield, and reduced 

the time consumption. Zhang Yinsong[42] carried out 

target detection and recognition of armyworm board 

pests. He adopted SSD target detection algorithm 

that can detect in real time, and reduced the problem 

of small size of pests on the basis of SSD algorithm. 

Deconvolution was used to realize the feature fusion 

of high-level and low-level, and then the fused fea-

tures were used to establish the feature pyramid. 

Then he detected layer by layer to obtain the optimal 

recognition model. The results show that the accu-

racy of model recognition is 91.8%. In terms of the 

problems of low image recognition accuracy and 

low model training efficiency of the traditional le-

Net-5 model in the classification of complex texture 

images, Liu Zhiyong et al.[43] improved the tradi-

tional leNet-5. They used the PReLU function as the 

activation function, added the concept structure 

module group to the network, adopted the dropout 

strategy and added batchnormalization, etc., and 
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proposed the improved leNet-5 model. In the ex-

periment of identifying tomato diseases and pests, its 

improved model recognition accuracy is as high as 

95.3%. Moshou et al.[44] identified and detected 

winter wheat infected with yellow rust, nitrogen 

stressed plants and healthy plants, and adopted the 

method based on SOM neural network and hyper-

spectral reflection imaging. The results show that the 

accuracy of identifying nitrogen stressed plants was 

100%, that of plants infected with yellow rust was 

99.92%, and healthy plants was 99.39%. 

3.1.3 The role of machine learning in output 

prediction 

Crop yield prediction plays a very important 

role in unmanned farm operation and is of great 

significance to improve the production and man-

agement level of the farm. You team[45] abandoned 

the traditional methods used in the field of remote 

sensing and adopted convolution neural network 

(CNN) and long-term and short-term memory net-

work (LSTM, a time recursive neural network) to 

automatically extract relevant features from the 

original data, and used the deep Gauss process to 

integrate the spatio-temporal information of the data 

to evaluate their methods in the task of predicting 

soybean yield. The results show that their model has 

a prediction accuracy 15% higher than that of the 

U.S. Department of Agriculture averagely. Ali et 

al.[46] carried out the work of estimating grass-

land biomass in small-scale farms with intensive 

management in Ireland. They adopted the methods 

of multiple linear regression (MLR), artificial neural 

network (ANN) and adaptive neuro fuzzy inference 

system (ANFIS) model, in which the ANFIS model 

combines the advantages of artificial neural network 

and fuzzy logic and is evaluated in two intensively 

managed grassland farms in Ireland. The results 

show that ANFIS has better effect than the other two 

methods. 

By summarizing the relevant literature of ma-

chine learning in the planting industry, it is found 

that the improved machine learning algorithm has 

great recognition accuracy and prediction effect, 

which shows that machine learning can be applied in 

unmanned farms, but the embedded research of the 

algorithm should also be strengthened and field tests 

should be carried out, so that machine learning 

can be better applied in unmanned farms and pro-

mote the intelligent development of unmanned farms 

faster. 

3.2 Application of machine learning in 

animal husbandry 

The main application scenarios of machine 

learning in animal husbandry are fishing grounds 

and farms. On the one hand, it is used to accurately 

identify animals, monitor animal behavior in real 

time, and provide growth information for producers. 

On the other hand, machine learning technology is 

mainly applied to the monitoring of production lines 

to provide producers with production information to 

create the greatest economic value. 

3.2.1 Application of machine learning in ac-

curate identification of livestock 

The intelligent identification of fish by machine 

learning lays a foundation for further prediction of 

fishery situation. The accurate prediction data of 

fishery situation can solve the problem of the lack of 

fishery standard service based on the standard sys-

tem in most fishery standard service systems. It can 

provide data decision-making basis for the revision 

guide of fishery standards[47], and offer real-time 

monitoring of fish growth and health data for fishery 

owners, providing data support for fish farming. 

Using deep learning to identify and detect fish 

is the most common method. Wang Wencheng et 

al.[48] used ResNet50 network to identify and detect 

turbot, yellowfin snapper, goldfish and mullet, and 

the test accuracy was more than 96%. They also 

developed a GUI visual interface using PyQt5. 

Through the interface operation, the test results were 

consistent with the prediction category. At the same 

time, they used DSOD framework to do real-time 

tracking and detection of underwater targets, and 

greatly improved the detection accuracy of small 

targets without losing the detection speed. Yuan 

Hongchun et al.[49] adopted a multi-scale retinal 

enhancement algorithm (MSRCR) based on Faster 

R-CNN secondary migration learning and color 

restoration, which solves the problems of insuffi-

cient number of fish samples and rapid detection 

of blurred fish images. The test results show that the 
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method useing the network trained by the fish data 

set with a small number of samples has a detection 

accuracy of 98.12%. Li Qingzhong et al.[50] used the 

improved YOLO detection algorithm and migration 

learning to solve the problem of rapid detection of 

underwater robot fish targets based on video images 

in a non restrictive environment. Compared with the 

traditional YOLO algorithm, the improved algo-

rithm improves the detection performance of small 

targets and overlapping targets, and the detection 

accuracy reaches 89%. Wang Ye[51] proposed a fish 

recognition model base on residual network. They 

used the ResNet50 as basic network, built net-

work by using transfer learning, and introduced at-

tention mechanism, inserting the nonlocal operator 

of attention mechanism into the residual network in 

the form of module. The results show that the iden-

tification accuracy of the improved network model 

reaches 98.16%. 

With the adoption of intensive management, 

accurate identification of livestock such as pigs and 

cattle has become an important issue in farms. 

Hansen team[52] proposed a non-invasive biometric 

method for animal face recognition. They tested the 

method with Fisherfaces, VGG-Face pre- trained 

face convolution neural network (CNN) model and 

their own CNN model, and they trained it with arti-

ficially expanded data sets. The results show that the 

recognition accuracy of their own CNN model 

reached 96.7%. 

Accurate identification and classification of 

livestock plays an important role in animal hus-

bandry. In the research of livestock identification in 

recent years, scholars have improved the machine 

learning algorithm, which has reached a very high 

recognition accuracy and laid a solid foundation for 

livestock behavior identification and health moni-

toring. 

3.2.2 Application of machine learning in 

livestock production prediction 

Machine learning has the ability to detect and 

warn problems early, which plays a very important 

role in animal husbandry. It can monitor poultry in 

real time, find problems in the production process in 

time, and take timely actions to avoid these problems 

and reduce economic losses. Real time production 

monitoring of animals in farms can timely adjust 

production strategies and maximize benefits. At 

present, machine learning is widely used in this field. 

Morales team[53] used the egg production data of 

478,919 hens on the farm and the method of support 

vector machine to find the problems in the egg 

production curve. This technology can send an alarm 

one day in advance to warn that there are problems in 

the production curve, and the accuracy rate is 

98.54%. Alonso et al.[54] used the support vector 

machine regression method to predict the weight 

of beef cattle a few days before slaughter, and 

measured 144 animals for 390 times. The average 

absolute error was 4.27% of the real value. 

3.2.3 Application of machine learning in 

livestock feeding decision 

In aquaculture, fish feeding is of great signifi-

cance not only to reduce the cost, but also to improve 

the yield of fish. Zhou et al.[55] used the near infrared 

computer vision and neuro fuzzy feed control 

method to realize the purpose of automatic feeding 

according to the appetite of fish. The test results 

show that the accuracy of feeding decision of the 

model reaches 98%. Zhao Jian[56] monitored the 

local sudden behavior of fish herds that can charac-

terize the hunger degree of fish herds in circulating 

water culture. They adopted recursive neural net-

work, particle advection scheme and improved mo-

tion influence map. The experimental results show 

that the average detection accuracy reached 98.91% 

and the average recognition accuracy reached 

89.89%. 

The application of machine learning in 

animal husbandry has shown good results. It 

has a very good performance in accurate classi-

fication and identification, production predic-

tion and feeding decision-making. Due to the 

need for more rigorous livestock breeding to 

ensure the accuracy of livestock information, 

the current machine learning can not complete-

ly solve the problems in artificial breeding, but 

the performance of machine learning can pro-

vide better information decision-making sup-

port for the breeding process. In the future 

technological development, machine learning 

will have a broader application field in the aq-
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uaculture industry. 

4. Discussion and Prospect

After summarizing the above literature, ma-

chine learning technology mainly focuses on ma-

chine vision, using machine learning algorithm to 

detect target objects, but there are also some disad-

vantages in these applications. 

1). The use of machine vision requires a large 

number of data sets for model training and verifica-

tion. In the current environment of agricultural ma-

chine learning, there is no universal data set, and 

each experimental team collects the labeled data 

set by itself. Due to the influence of farmland envi-

ronment, collecting the data set is time-consuming 

and labor-consuming, and the labeled data set needs 

manual labeling by professionals, so that there is no 

data set with a large amount of circulating data. This 

not only limits the detection accuracy of machine 

vision model, but also increases the application dif-

ficulty of machine learning in agriculture. 

2). At present, machine learning needs 

high-quality hardware to meet its computing abil-

ity, but the current embedded chip has problems such 

as insufficient computing ability and slow compu-

ting speed. The performance breakthrough of em-

bedded chip involves problems in other fields, and it 

is difficult to have greater research breakthrough in 

the short term. 

3). The application of machine learning in ag-

riculture requires both agricultural production expe-

rience and professional knowledge of machine 

learning. However, there is a serious shortage of 

professionals with both, which limits the develop-

ment of machine learning technology in agriculture. 

In the operation mode of unmanned farm, ma-

chine learning is essential. In view of the application 

status of machine learning in unmanned farm, we 

should also strengthen the research on the following 

aspects. 

1). Nowadays, machine learning technology is 

mainly used in crop field weed management and pest 

detection. It has been widely used in crops, saving a 

lot of human, material and financial resources, but it 

is still less used in fisheries, cattle farms and pig 

farms. In the future, we should do more researches 

on animals. Using machine learning technology to 

dynamically monitor the growth status of animals, 

and using big data technology, combined with the 

production experience of experts, we can predict the 

health status of animals through their daily behavior, 

and establish a set of expert system, which can 

timely avoid the large-scale spread of animal dis-

eases. At the same time, machine learning should 

also be used to monitor the growth environment of 

animals in real time, so as to provide decision sup-

port for improving the growth environment of ani-

mals. 

2). At the same time, a set of high-quality da-

tabase should be established in the unmanned farm. 

The database plays a very important role in machine 

learning. Therefore, a high-quality database will 

accelerate the application process of machine 

learning and greatly improve the management effi-

ciency of the unmanned farm, which is of great 

positive significance to the construction of the un-

manned farm. 

3). With the rise of unmanned farm, it has 

produced a large amount of data in the field of pro-

duction and intelligent equipment. Machine learning 

combined with 5G, sensors, big data and other 

technologies are used to transmit, integrate, process 

and apply these data, so as to build the farm man-

agement system into a real AI system. 

4). In view of the problem that most of the 

current machine learning research are limited to the 

laboratory, we should strengthen the embedded re-

search of machine learning technology and truly 

conduct the research in the laboratory in the field. 

We should strengthen the research on machine 

learning algorithm, reduce its dependence on the 

performance of embedded chip, and speed up the 

training speed and running speed of the algorithm, so 

as to speed up the application of machine learning in 

unmanned farms. 

In short, the application of machine learning in 

unmanned farms will have a broader world. 

5. Conclusion

This paper summarizes and introduces the rel-

evant literature on the application of machine 

learning in agriculture in recent years. withdrawing 
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on the practical experience of ecological unmanned 

farm in Shandong University of Technology, this 

paper expounds the application of machine learning 

in field weed identification, crop pest detection and 

crop yield prediction in planting industry, and its 

application in the accurate identification and classi-

fication of fish, pigs, sheep and other livestock in 

animal husbandry, fish feeding decision-making 

system and production line prediction of chickens 

and cattle. By summarizing the above literature and 

practical experience, it is concluded that machine 

learning has disadvantages in the application of 

unmanned farm, and there are considerable prob-

lems in data sets, professionals and embedded sys-

tems. Next by summarizing their own practical ex-

perience and current research level and problems in 

unmanned farms, this paper puts forward the de-

velopment trend of machine learning in unmanned 

farms, mainly including the establishment of effi-

cient databases, the establishment of “expert sys-

tems”, and embedded research combined with mul-

ti-domain technologies and algorithms. 

The application of machine learning in un-

manned farms is developing rapidly, and it is also 

valued by more researchers. More machine learning 

technologies will be applied to unmanned farms to 

realize real unmanned operation and promote the 

rapid and sustainable development of agriculture.
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ABSTRACT 

With the increase of information exchange types and the acceleration of information exchange speed, people not 

only pursue fast and efficient interaction effect, but also begin to pursue natural and harmonious human-computer 

interaction comfort experience physically and psychologically. Therefore, human perceived comfort has become an 

important index in the design of modern human-computer interaction system. However, since comfort is the subjective 

feeling of human body, it is difficult to realize quantitative measurement and evaluation in the design process, 

which brings great difficulties to computer intelligent human-computer interaction design and scientific evaluation. Vision 

is the most important sense of human beings. More than 80% of all kinds of information received by people from the 

outside world is obtained through vision. Vision is an important means of human-computer interaction in complex multi-

dimensional information space, and it is also the most intuitive source and effect embodiment of human comfort 

perception. Through a large number of experiments, import the test data into the software Origin, and draw the change 

curve of visual comfort with reading time, which fit with the S-shaped curve as the reference. In this way, the 

relationship between visual comfort and reading time can be obtained. The mathematical model of the 

relationship between reading time and visual comfort is established, and experiments are carried out to verify the 

corresponding mathematical model relationship.  
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1. Introduction

With the development of economy and society, natural and harmo-

nious interaction has become the ultimate goal of modern and future hu-

man-computer interaction design, and it needs the coordinated partici-

pation of human vision, hearing, tactile sensation and other multi-senses. 

With the rapid development of modern human-computer interaction 

technology and information system, it requires human-computer inter-

action system to be more accurate, fast, efficient and comfortable. In 

order to achieve this goal, in the process of human-computer information 

interaction, we must give full play to the comprehensive efficiency of 

human vision, hearing, tactile sensation and other perception methods, 

and form an all-round multi-information fusion interaction system, so 

that the operator can fully perceive and master information. At the same 

time, we should balance the perception ability of various sensory organs, 

and maximize the perception ability of each sensory organ, so as to im-

prove the comprehensive efficiency of human-computer interaction.
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2. Visual human-computer interac-

tion 

2.1 Research background and signifi-

cance 

Vision is the most important sense of human be-

ings, and comfort is the subjective feeling of hu-

man body. The wide application of computer and 

network technology in particular makes the accurate 

measurement and scientific expression of color very 

important and urgent[1]. At present, the research on 

comfort is generally qualitative description, and 

quantitative calculation is very difficult. It is unable 

to establish the quantitative measurement model be-

tween visual human-computer interaction and com-

fort, complete the demand of real-time quantitative 

measurement in the process of human-computer in-

teraction, provide scientific and quantitative design 

reference and evaluation standards, and meet the re-

quirements of intelligent design of computer human-

computer interaction in the future. Therefore, we 

should study the perceptual characteristics of visual 

human-computer interaction in multi-dimensional 

information space and the integration mechanism of 

visual, force tactile, auditory and other perceptual 

systems, detect the visual comfort quantitatively, 

and build a multi-dimensional information space hu-

man-computer interaction comfort measurement cal-

culation model integrating vision, hearing and tactile 

sense. These experiments can not only measure the 

comfort of each perceptual system, but also measure 

the comprehensive comfort of multiple senses at the 

same time, which can realize the organic integration 

of visual, auditory, tactile and other multi-infor-

mation, and use different methods for different re-

quirements, so as to obtain the results most in line 

with ergonomics. Improving the efficiency and qual-

ity of complex human-computer interaction system 

and providing consumers with more natural human-

computer interaction experience has great theoretical 

significance and application value. 

Mobile reading is a popular way of fragmented 

time management. People can obtain multi-direc-

tional and diversified information by reading news 

and novels on mobile phones. According to the 2019 

China Digital Reading White Paper (Figure 1), by 

2019, the total number of Chinese digital reading us-

ers had reached 470 million. The data of the 18th Na-

tional Reading survey released by China Academy of 

Press and Publication also shows that in 2020, the 

access rate of digital reading methods (online read-

ing, mobile reading, e-reader reading, pad reading, 

etc.) was 79.4%, an increase of 0.1 percentage points 

compared with 79.3% in 2019. It can be seen that 

people spend a lot of time on mobile reading every 

day. It can be said that mobile reading has become a 

part of people’s life. However, people often suffer 

from eyestrain such as dry eyes, sore eyes, dizziness 

and headache after reading on mobile phones for a 

long time. The word “ashenopia” is derived from the 

Greek language, which originally means eye weak-

ness. After using the eyes for a long time, it produces 

adverse reactions such as orbital pain, blurred vision, 

eye burning, dry eyes, tears and so on. 
 

 

Figure 1. 2019 digital reading white paper. 

With the rapid development and popularization 

of computer technology, mobile phones and tablet 

computers can also be included in the scope of Visual 

Display Terminal of personal computer and compu-

ting system. VDT syndrome refers to the comprehen-

sive symptoms such as eye discomfort caused by 

staring at the video terminal for a long time[2]. Visual 

comfort degree refers to the subjective feeling of the 

eye when the eye receives external electromagnetic 

waves such as VDT, which is specifically reflected 

in the degree of eye fatigue, blinking frequency, vis-

ual acuity etc. after using the eye for a period of time. 

Most of human perception activities are completed 

through the visual system. At present, the simulation 

of visual perception is mainly based on the model, in 

which the sensing information is used to reconstruct 

the model of the perceived world[3]. This study uses 
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the methods of theoretical analysis and experimental 

verification to study the multi-dimensional infor-

mation perceived comfort based on vision. Taking 

reading mobile e-books as an example, this study 

studies the subjects’ visual comfort after reading mo-

bile e-books for a period of time. It tracks the rela-

tionship between their visual comfort and time under 

certain conditions, and realizes the quantitative cal-

culation of perceived comfort of visual information. 

Thus the quantitative model of multi-dimensional in-

formation human-computer interaction com-

fort based on vision is established. Finally, the veri-

fication test is carried out to verify the model. The 

research results can be widely used in complex oper-

ating systems, virtual reality and other system envi-

ronments, and they have important theoretical and 

application value for improving the level of human-

computer interaction design. 

2.2 Analysis of research status at home 

and abroad 

At present, the main direction of domestic rele-

vant research is on various factors of electronic dis-

play equipment and human visual comfort, such as 

environmental illumination, font, font size, spacing, 

and color matching, which is more in line with the 

visual application scene of people in the develop-

ment of the times. Most of the research is aimed at 

some main factors in a specific environment of ap-

plication. The related achievements include the fol-

lowing. Jiang Ying et al. studied and summarized the 

quantitative model of the visual comfort of the infor-

mation display interface of the visual display termi-

nal (VDT) through the combination of subjective and 

objective experiments. The study took the dial inter-

face with different color combinations as the test ob-

ject, took the physiological characteristics such as 

EEG signals of the subjects as the objective basis, 

and supplemented by the subjective score of the sub-

jects on the comfort of the dial interface. The evalu-

ation method is scientific. Hou Guanhua et al. stud-

ied the influence of font size and spacing on the 

digital reading experience with different age groups. 

They comprehensively considered the characteristics 

of reading experience of groups of different ages, 

adopted the combination of subjective and objective 

observation and evaluation, selected the font size and 

spacing as the research variables, and studied the dif-

ference of the impact of different font size and spac-

ing on the reading experience of users of different 

ages based on the standard of visual comfort. In ad-

dition, Liu Chang and others quantitatively studied 

the influence of chromaticity on the visual comfort 

of stereo images. Cai Jianqi et al. studied the influ-

ence of environmental illumination of ipad and other 

electronic products on human visual comfort in 

the bedtime use environment. It can be seen that 

there are few overall quantitative studies on visual 

comfort at present. 

3. Evaluation Index 

Visual health and comfort is an objective quan-

titative index of visual fatigue. It realizes the objec-

tive evaluation of everyone’s eye health and com-

fort based on the changes of human eye axis and 

corneal refraction[4]. The main factors affecting vis-

ual comfort include illumination level[5], brightness 

contrast of screen display[6], light environment (such 

as playground, reception hall, bedroom, etc.), text 

size, text interval, eye use time, illumination, color 

combination, age, etc. When establishing the mathe-

matical model of visual comfort, it must be taken into 

account that visual comfort has two characteristics—

“psychological feeling” and “depends on a variety of 

uncertain factors”. We take the change of reading 

comfort with reading time as an example to carry out 

the research. According to the literature analysis, we 

take the usability and perceived visual comfort as the 

subjective measurement indicators, directly ask the 

subjects’ feelings during the test, and use the scale to 

measure the subjects’ subjective feelings. This 

method is the most direct method to evaluate whether 

the vision is comfortable or not. The research scale 

is shown in Table 1.
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Table 1.  Limited range of visual comfort and hu-

man representation state 
Visual comfort 

value 

State 

0 No fatigue 

1 Basically no fatigue 

2 Slight fatigue 

3 There is obvious fatigue, but it is 

within the tolerance range 

4 Increased fatigue and various eye dis-

comfort 

4. Test Part 

The design scheme of repeated measurement 

test between groups is adopted in the test, and the 

mobile phones with their own reading app is selected 

as the test standard. The subjects are 20 volunteers 

aged 19–22. All of them are college students from 

Northwestern Polytechnical University, and they 

don’t have severe myopia and astigmatism (myopia 

within 300 degrees and astigmatism within -100 de-

grees). 

In the study of comfort, fatigue is the most im-

portant factor in the psychological factors affecting 

comfort[7]. It is carried out indoor with normal light-

ing, quiet and comfortable environment. In order to 

avoid the interference of visual fatigue, all subjects 

have enough sleep before the test, and are arranged 

to close their eyes and rest until there is no fa-

tigue before the test, so as to ensure that the subjects 

can be in a good psychological and physiological 

state during the test. 

Before the test, we record the basic information 

of the subjects, and explain the test process to the non 

subjects. Then we uniformly arrange the subjects to 

rest until the comfort test is 0 (completely comforta-

ble). Every time the subjects use the mobile phone to 

read e-books for 5 minutes, we immediately ask the 

subjects about their subjective visual comfort and fill 

in the scale. Each participant needs 50–60min to 

complete all contents. The test process is shown in 

Figure 2. 

 

 

Figure 2. Visual comfort test process. 

5. Establishment of Quantitative 

Mathematical Model of Visual Com-

fort 

Since the study only analyzes the impact of 

reading time on visual comfort, in order to obtain the 

mathematical model of visual comfort information 

perception and the general law between visual com-

fort and time, it is necessary to ensure that other fac-

tors remain unchanged and only record the data of 

visual comfort at different times. Therefore, the con-

trol variable method is adopted in the experiment. 20 

subjects were tested for many times in the same time 

period and the same place, with a total of 20 groups 

of data. See Table 2 for the relevant data.

Table 2. Measurement data 

Person- 

time 

Time/min 

0 5 10 15 2025 3035 40 45 50 55 

1 0.01 0.01 0.02 0.05 0.140.34 0.781.48 2.19 2.66 2.90 2.99 

2 0.01 0.10 0.15 0.25 0.330.64 0.841.50 2.00 2.80 2.90 3.00 

3 0.01 0.05 0.05 0.10 0.200.50 0.901.35 1.90 2.50 2.70 2.90 

4 0.01 0.02 0.04 0.06 0.120.36 0.721.44 2.20 1.90 1.80 2.00 

5 0.01 0.10 0.15 0.18 0.350.70 1.351.80 2.20 2.70 2.85 2.95 

6 0.01 0.05 0.10 0.10 0.150.40 0.751.45 2.10 2.55 2.75 2.80 

7 0.01 0.02 0.08 0.12 0.160.30 0.701.40 2.15 2.75 2.85 2.95 

8 0.01 0.07 0.16 0.21 0.380.62 0.981.38 2.04 2.41 2.68 2.87 

9 0.01 0.01 0.06 0.12 0.210.33 0.891.41 1.88 2.34 2.79 2.96 

10 0.01 0.02 0.09 0.15 0.310.73 1.051.48 1.95 2.42 2.73 2.84 

11 0.01 0.09 0.16 0.31 0.450.68 1.011.42 1.89 2.43 2.82 3.01 

12 0.01 0.03 0.05 0.09 0.210.44 0.831.34 1.98 2.56 2.87 2.96 

13 0.01 0.08 0.14 0.23 0.310.69 0.981.44 2.08 2.77 2.93 3.05 

14 0.01 0.02 0.05 0.17 0.290.49 0.891.35 2.11 2.57 2.72 2.90 
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Table 2. continued. 
15 0.01 0.02 0.04 0.09 0.190.36 0.821.31 2.20 1.97 2.10 2.30 

16 0.01 0.07 0.15 0.26 0.350.81 1.251.70 2.12 2.52 2.85 3.15 

17 0.01 0.01 0.10 0.13 0.210.40 0.851.52 1.89 2.33 2.55 2.73 

18 0.01 0.02 0.04 0.10 0.150.30 0.631.20 2.05 2.75 2.82 3.14 

19 0.01 0.01 0.01 0.07 0.170.42 0.961.32 1.93 2.52 2.86 2.97 

20 0.01 0.01 0.03 0.08 0.260.45 0.891.56 2.20 2.70 2.86 3.06 

For the measured data, take the number of test 

records as the x-axis and visual comfort as the y-axis, 

as shown in Figure 3, and draw a scatter diagram in 

the X-Y coordinate system. From Figure 3, it can be 

seen that the changes of visual comfort of these 25 

subjects are roughly divided into three stages: stable 

growth period, rapid growth period and slow growth 

period. With the increase of time t, visual comfort y 

almost cease to increase at first, then increases rap-

idly, and finally slows down. And the distribution of 

points is closer and closer to a straight line parallel 

to the x axis, so the y value will not increase infinitely. 

According to the change law and trend line of 

visual comfort in the scatter diagram, it is found that 

the change trend line of visual comfort and time is 

approximately similar to the shape of S. The data is 

taken into Origin nonlinear fitting. Through compar-

ison, it is concluded that when the fitting model is 

slogisticl1 S type function, the fitting degree is the 

highest, and the R square is 0.991. At this time, the 

equation is as the following. 

y =
a

1 + e−k(x−xc)
 

 (1) 

 

Figure 3. Relationship curve between test time and 

visual comfort. 

The fitting curve is shown in Figure 4. 

 

Figure 4. Fitting curve. 

The parameters of the fitting equation: a = 

3.12966, xc = 35.94068, k = 0.15607. 

Therefore, the fitting equation is as the follow-

ing. 

y =
3.12966

1 + e−(0.15607×(x−35.94068))
 

(2) 

Formula (2) is the expression of the relation-

ship between the visual comfort value y in infor-

mation perception and the time variable x. The quan-

titative model of visual comfort has been established. 

6. Mathematical Model Verification 

of Comfort Quantification 

In order to verify the accuracy of the mathemat-

ical model, another five test experimenters were con-

ducted under the same conditions. Compare the com-

fort degree of test data with the visual comfort degree 

obtained through the transformation of mathematical 

model relationship. See Table 3 for validation data. 

Figure 5 is the scatter diagram of the validation data 

compared with the relational curve. According to the 

verification data in Table 3, the mathematical model 

of visual comfort obtained from the original data in 

the test through the calculation of relational expres-

sion is basically fitted. Therefore, it can be verified 

that the whole process of measuring comfort data 
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through test, analyzing the data, obtaining the math-

ematical model, and finally calculating the corre-

sponding time through the mathematical model is 

correct.

Table 3. Model validation data time/min 
 0 5 10 15 20 25 30 35 40 45 50 55 

1 0.01 0.03 0.05 0.10 0.28 0.52 0.99 1.45 2.10 2.58 2.75 2.98 
2 0.01 0.02 0.04 0.06 0.12 0.36 0.72 1.44 2.06 2.46 2.62 2.90 
3 0.01 0.05 0.15 0.18 0.35 0.66 0.89 1.50 2.05 2.62 2.75 2.95 
4 0.01 0.05 0.15 0.26 0.35 0.70 0.92 1.55 2.10 2.50 2.85 3.15 
5 0.01 0.01 0.10 0.13 0.21 0.62 0.85 1.52 1.99 2.62 2.80 3.00 

Calculated 
comfort 

value 

0.011
42 

0.024
82 

0.053
67 

0.114
79 

0.240
09 

0.480
36 

0.887
26 

1.45
017 

2.044
58 

2.517
43 

2.815
85 

2.977
6 

 

7. Conclusion 

A large number of experiments on the test ob-

jects are conducted, and the test data are imported 

into Origin software, drawing the change curve of 

visual comfort with reading time. The S-shaped 

curve is used as a reference for fitting, and the rela-

tionship between visual comfort and reading time is 

obtained, establishing the mathematical model of the 

relationship between reading time and visual com-

fort. The results show that the mathematical model 

can better reflect the objective law of visual comfort 

changing with reading time. The mathematical 

model can provide a theoretical basis for visual time 

allocation in design and production, making the 

product more humane in visual human-computer in-

teraction and more in line with the design concept of 

“people-oriented”. Of course, this part can also be 

used as a guiding scheme in the process of design 

and production, so the model owns important practi-

cal value. 

 

 

Figure 5. Scatter plot of validation data compared to 

relational curve. 

Due to the complexity of human visual system 

and the diversity of influencing factors of visual 

comfort, the quantitative research of visual comfort 

must be a long-term and systematic process. This pa-

per only studies the impact of reading time on visual 

comfort. Other influencing factors such as 

flicker, binocular brightness difference, binocular 

color difference, and individual physiological factors 

of human eyes, still need further research and explo-

ration. 
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ABSTRACT 

In the 21st century, artificial intelligence is a force that surpasses artificial intelligence in many aspects, because it 

has appeared in all fields of social life, from the Internet search engine that determines the taste and preference of obtaining 

digital information to the intelligent refrigerator that can issue purchase orders to maintain its availability when some food 

is exhausted. The purpose of this paper is to analyze the ethical, ontological and legal problems that may arise from the 

wide use of artificial intelligence in today’s society, as a preliminary attempt to solve the problems raised in the title. In 

terms of methodology, this is a paper prepared using written document sources, such as: literary works, international news 

articles and arbitration articles published in scientific journals. Its conclusion is that AI may change the lifestyle of the 

whole civilization in many ways, and even negatively change the human condition by changing human identity and 

genetic integrity, and weaken people’s leading role in building their own realityd. 
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1. Introduction

What is intelligence? Are humans really intelligent? Do humans 

monopolize intelligence in front of other life forms? Is life limited to 

organic organisms? In order to contribute assertively to the current de-

bate on the transcendence and importance of artificial intelligence in the 

21st century, efforts should be made to answer these questions, empha-

sizing that the concept of intelligence is by its very semantic essence: 

polysemic and at the same time multidimensional. Therefore, cognition, 

emotion, behavior, multiple intelligences and artificial intelligence are 

all daily topics. Traditionally: 

Intelligence is a very common mental ability, including reasoning, 

planning, problem solving, abstract thinking, understanding complex 

ideas, rapid learning and learning from experience (...) it requires a broad 

and profound ability to understand the environment, be able to capture 

and give meaning to things, or figure out what to do[1]. 

Ardilla[2] believes that intelligence is the core ability to exist, create 

and live in different fields as diverse as: Logical–mathematical domain, 

linguistic skills, musical talent, interpersonal and social interiors, and the 

systemic bodily dimension. For psychology and neuroscience, it is a 

measurable phenomenon, and its development or degradation is related 

to logical, environmental, educational and cultural factors. According to 

this idea, the concept of artificial intelligence is subsidiary

mailto:dfaca@hotmail.com
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to the theory and concept of human intelligence to 

some extent, and its particularity lies in: 

(...) specifically refers to a special type of techno-

logical intelligence. Although its starting point is hu-

man, which is human art and the main reason, it can 

operate independently and autonomously, and even sur-

pass human cognitive and procedural ability in many 

aspects[3]. 

However, the concept of intelligence has been re-

ified by a anthropocentric and logocentric discourse, 

which implicitly assumes the so-called intellectual su-

periority of mankind without questioning its para-

doxes, but to what extent are the pollical system that 

have been historically produced and reproduced intelli-

gent ? When they are troubled by the obvious authori-

tarian contradictions in asymmetric power relations, 

they subject citizens to the authorization of the govern-

ment, no matter how absurd they may sometimes be, to 

what extent the existing economic system intelligent? 

When they systematically plunder non-renewable nat-

ural resources for profit and concentrate their wealth in 

1% of the population of developed countries at an ex-

ponential rate[4]. 

Fortunately, AI can overcome the limitations and 

contradictions of human intelligence in many aspects, 

deepen its position as a complementary force of intelli-

gence, or on the contrary, eventually lead to hostile fac-

tors, which will be proved in the future. It is these and 

other similar ideas that drive the development of this 

article. It is worth mentioning that in many literary or 

film works such as Isaac Asimov’s I, Robot or James 

Cameron’s Terminator, AI contacts humans in the form 

of robotic-anthropomorphic to the same extent as the 

high degree of autonomy, enabling these” entities “to 

deploy a set of decisions that may be ethically, ontolog-

ically or legally controversial. 

However, there is no doubt that in the 21st century, 

artificial intelligence goes beyond action in many as-

pects, because it exists in various fields of modern so-

cial life in some way, from Internet search engines to 

determine tastes and preferences for obtaining digital 

information, to smart refrigerators capable of issuing 

purchase orders to maintain availability of some foods 

as they run out. Therefore, the purpose of this paper is 

to analyze the potential ethical, ontological and legal 

problems caused by the wide use of artificial intelli-

gence in today’s society, as an attempt to solve the 

problems raised in the title, and as an excuse for debate 

on this important issue. 

In addition, this paper is divided into four sepa-

rate but logically related parts. In the state of art, the 

selected works that shaped the concept of artificial in-

telligence and its different effects on human conditions 

are presented. The second section explains the method-

ological procedures for interpreting and organizing 

consulting sources, and clarifying the cognitive posi-

tions of researchers. In the third section, there is an in-

terest in addressing the proposed objectives, at least 

temporarily, in order to arrive at conclusions and find-

ings of the case in the last part. 

2. State of art

According to the limits of the length of the scien-

tific article genre, we briefly review different works 

and authors whose contributions underpinned the theo-

retical and analytical apparatus of this article, and also 

served as an influence to structure this vision of artifi-

cial intelligence in today’s world. This is a technical 

phenomenon that under appropriate circumstances, can 

make a significant contribution to the transformation of 

the whole human civilization in unexpected ways. 

The work of Vinuesa et al.[5] was important to vis-

ualize the practicability and versatility of artificial in-

telligence in modern society. In the words of the author, 

artificial intelligence plays an important role in promot-

ing sustainable development goals through the imple-

mentation of algorithms and software. These algo-

rithms and software can supervise the realization of 

more than 100 goals with the support of qualitative and 

quantitative information. However, the current limita-

tions of this form of autonomous intelligence are not 

excluded, highlighting some gaps in transparent data 

processing, security vulnerabilities and the proper im-

plementation of ethical standards. 

Similarly, the research of André and Romy[6] also 

helps to clarify the preconditions for integrating artifi-

cial intelligence into the teaching process of higher ed-

ucation and to study the new business model of Ed Tech 

technology. The author believes that with the develop-

ment of social reality, new business models have 
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emerged, which have an impact on the market and ed-

ucation. 

Therefore, a considerable number of educational 

technology companies (Ed Tech) are trying to update 

the traditional educational model through the system-

atic implementation of artificial intelligence to deal 

with different types of metadata, which come from the 

daily use of web search engines and other sources re-

flecting people’s tastes and preferences. They con-

cluded that uncertainty and inadequate understanding 

of strategic data are hindering the development of solu-

tions, so artificial intelligence is the best tool to pro-

mote the development of such businesses. 

For their part, Belk, Humayun and Gopaldas[7] 

pointed out that AI is not necessarily a typical novel 

concept of Western modernity, because some ancient 

civilizations tried to represent AI like concepts through 

magic and religious activities such as alchemy, thus es-

tablishing a mythical tradition in which humans are fas-

cinated or afraid of another form of alternative intelli-

gence to challenge their intellectual hegemony on the 

planet or surpass their cognitive and procedural abili-

ties. 

In conclusion, Belk et al.[7] pointed out that artifi-

cial intelligence methods based on software (soft) or ro-

bot (hard) can be expressed in humans, resulting in a 

difficult process to determine a priori of transhumanism. 

There is an urgent need to establish a framework for 

human dignity and social security for all practical rea-

sons. Finally, two discourse traditions originated from 

artificial intelligence are valued: on the one hand, skep-

tical and cautious views, on the other hand, futuristic 

views welcome this form of intellectual progress with-

out further doubts. 

Biagini et al.[8] also emphasized the autonomy of 

artificial intelligence in managing the power system in 

the near future, which is a possible condition for estab-

lishing a sustainable energy park with little human su-

pervision. The author believes that the introduction of 

AI software and hardware can also promote the techno-

logical evolution transition of human beings to a higher 

life cycle stage, with AI produces and reasonably dis-

tributes abundant renewable energy. 

Of particular interest to the research team were the 

works of the controversial Hebrew historian Yuval 

Noah Harari[9, 10] which now comes to confirm with 

specific empirical evidence and makes predictions of 

science at different times, even surpassing them in 

many ways. For him, intelligent people are on the verge 

of extinction. Due to the combination of genetic engi-

neering, robotics and artificial intelligence, another 

post-human or superhuman entity (as seen in the phe-

nomenon) will be replaced by another biomechanical 

and cybernetic entity, which will overcome the material 

and cognitive limitations of human conditions and de-

velop their skills and abilities at an exponential speed. 

In this regard, he believes that: 

Cyborg engineering will go a step further by inte-

grating organic bodies with non-organic devices, such 

as bionic hands, artificial eyes or millions of nano-

robots, which will navigate our bloodstream, diagnose 

problems and repair damage. This type of cyborg 

will be able to enjoy far more power than any organic 

object[10]. 

It also emphasizes that: 

(...) Cyborg can exist in many places at the same 

time. Dr cyborg can perform emergency surgery in To-

kyo, in Chicago and on a space station on Mars without 

leaving his office in Stockholm. All she would need is 

a fast Internet connection, a few pairs of bionic eyes 

and hands. But think about it, why pairs? Why not quar-

tets? In fact, even these are really superfluous. Why 

would a cyborg doctor have to hold a surgeon’s scalpel 

when he could connect his mind directly to the instru-

ment?[10] 

There is no doubt that this information may be ex-

aggerated and fantastic from a conservative point of 

view, but even an superficial review of the history of 

the last century shows that the dazzling scientific pro-

gress has achieved unimaginable achievements in daily 

life for generations, such as real-time communication 

with people all over the world, provided by intelligent 

mobile devices with wireless broadband Internet; the 

open socialization of scientific knowledge or the pro-

motion of new forms of work, interpersonal relation-

ships and virtual education facilitated by Information 

and Communication Technology (ICT). Therefore, in 

the coming decades, Harari’s avant-garde thought to-

day will certainly be replaced by the future. 
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3. Clarification of epistemology and

methodology 

The authors of this work believe that mankind will 

soon undergo a transformation of the world order[11, 12], 

partly due to the devastating impact of the new corona-

virus and the depletion of the political and economic 

models that have worked so far. 

It is reasonable to assume that these upcoming 

changes will, in turn, promote the paradigm shift of sci-

entific structure, consolidating the new rationality de-

scribed by Martinez[13], so as to break through the re-

strictions imposed by neopositivism. At least in the 

field of social and human sciences, as a fruitful attempt 

to re-examine humanistic knowledge, such as philoso-

phy, literature and art, without prejudice, within the 

framework of a unified systematic conception of scien-

tific that, without losing its rigorousness in its method-

ical and theoretical bodies, is simultaneously : objec-

tive-subjective, inductive but deeply interdisciplinary; 

perhaps recalling the integrity and holistic sense of in-

tegrity of his understanding of the ancients or people in 

the Renaissance. 

It is inspired by these Gnostic gestures that herald 

the paradigm revolution that prose can appear effec-

tively, not just as a breakthrough of a literary school. It 

emphasizes: 

(...) Because of its freedom of form and theme, 

and because of its ideology-although it appears mainly 

as a hostile response to a given gender-this article is a 

typical example of the visibility of general issues. From 

Aristotle to today, any position of literary thought is on 

the pillar of genre theory, which is a limit, if not a blind 

spot[14]. 

In fact, critical writing is also a key tool of general 

scientific discourse. It allows the course of a free her-

meneutics to be expounded with some originality under 

the combination of the following factors: the author’s 

creativity, criticality and flexibility in dealing with 

sources go beyond the rigid formal standards of tradi-

tional monographs. These monographs reproduce that 

cognition belongs to the dominant paradigm and oblit-

erate innovation to some extent. 

In terms of operation, the theme was first identi-

fied to recognize the importance of artificial intelli-

gence to today’s and future world. Subsequently, a large 

number of written literature sources were recorded in 

physical and digital form, including scientific articles 

in recognized databases: Scopus, WOS, Dialnet, etc; in 

addition to text and gender differences, international lit-

erary and news articles agree that artificial intelligence 

has an unusual central position in its various forms and 

ways of existence. Finally, the work was drafted in ac-

cordance with the authors’ rules of the Journal of Social 

Sciences for evaluation, comparison and publication if 

appropriate. 

4. Artificial intelligence and human

condition: Ethical, ontological and 

legal issues arising from its wide-

spread use in society 

When discussing the great possibility of the wide 

spread of artificial intelligence in society, we can 

quickly see at least two views: on the one hand, it re-

veals that individuals and researchers believe that this 

form of intelligence is a multidimensional tool to im-

prove human living conditions. They promote work, 

process and decision-making in an autonomous and 

equal manner according to the interests and needs of 

people in different backgrounds. On the other hand, 

there are also voices of criticism, which indicates that 

artificial intelligence may completely change the his-

torical process of society in the 21st century incurring 

in anachronism or retrogression of the times. 

On this main line, without falling into the fallacy 

of wrong dilemma, every requirement on this issue 

means a certain positioning of the pointed position, and 

this article is no exception. To date, however, AI has 

shown significant versatility in helping manage almost 

all human activities, such as: education, health, finance, 

entertainment, housekeeping, and even engage in some 

free professions dominated by technology, intellectual 

knowledge, creativity and experience. For example, the 

apps available on smartphones today include: ADA, 

iDoctus and IA based Endomodo can make accurate 

medical diagnosis of various diseases, while other dis-

eases such as: E Law Guide, SmartLeges does the same 

thing on legal issues. 

However, scientists like Stephen Hawking[15] did 

not hesitate to predict the danger of artificial intelli-

gence to humans, saying: “Human beings, limited by 

their slow biological evolution, will not be able to com-
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pete with machines and will be surpassed” (p. 1). Ac-

cording to the late British physicist, a complete artifi-

cial intelligence can also be self-designed. Its purpose 

is to overcome all artificial control and affect people 

according to its rapid development, without denying 

the potential of this intelligence in solving various 

problems[15].  

Anticipating this situation, robotics has become 

the largest material manifestation of artificial intelli-

gence and human conditions. The famous scientific 

writer Isaac Asimov has long formulated three basic 

rules of robotics:(1) Robots will not harm humans, nor 

will they let humans be harmed indifferently. (2). Ro-

bots must issue or execute commands issued by hu-

mans unless they comply with the first law. (3). Robots 

must protect their existence as long as this protection 

does not comply with the first or second law[16]. 

From the reading between the lines of these rules 

or laws in the short story Runaround published in 1942, 

it can be seen that the fate of every robot is to subordi-

nate its action  to the orders of human beings, so as to 

ensure that under the first clear premise, people will not 

suffer any damage due to their own existence. 

In addition, it is obvious that Asimov proposed 

the beginning of the ethical debate. He tried to stand-

ardize the practice of artificial intelligence regulating 

from the field of literature, so as to avoid any contact 

or tension between these new entities and the whole 

mankind. In fact, this ethical concern is prominent in 

his main works: I, robot; Bicentennial Man and the 

Foundation Sega[2]. 

There is no doubt that artificial intelligence is vul-

nerable to ethical treatment in all its manifestations and 

modes, because its own risks and possibilities im-

plied by its own existence, which are constantly devel-

oping. More importantly, all signs show that it is an en-

tity with dialectical development and has the ability to 

act, learn and shape itself at a speed beyond human 

ability according to its own personal and collective ex-

perience. In fact, selected circles such as the Bilderberg 

Club have included the AI paradigm as a force for 

change in modern society on their international discus-

sion agenda[17], which has produced a series of conspir-

acy theories on social media. 

On this key point, it is worth clarifying that ethical 

reflection, according to Savart[18], is the philosophical 

concern that involves the exercise of individual free-

dom that opts for the pursuit of a good life, all of which 

are from a moral point of view. Similarly, the view of 

the problems arising from the exercise of freedom is a 

subsidiary part of Fromm’s[19] humanistic ethics. For 

Fromm, any ethical requirements are based on a formal 

and material standard, which connects individual prac-

tice with general or specific, utilitarian or dogmatic 

moral norms, based on the principle that only human 

conscience can determine the quality of their behavior, 

not necessarily an authority beyond it, that is, to pro-

mote the self-determination of will without the need for 

external coercive forces such as state or religion. 

In both cases, Savat[18] and Fromm[19] implic-

itly believe that man is the only person endowed with 

conscience and will in essence and existence, and can 

act freely, so as to defend ethical treatment. Although 

these anthropocentric positions have dominated matter 

so far, the development of artificial intelligence chal-

lenges that intelligence is a unique attribute of mankind, 

and life is limited to the dominant paradigm of its bio-

logical essence, which at least theoretically allows a 

more meaningful post-human ethical debate in the 

coming decades, just as all doubts about the special will 

and consciousness of artificial intelligence have been 

eliminated, they exist and manufacture according to the 

conditions of hardware and software, which determine 

their own existence and self-driving force. 

Without delay, what are the main ethical issues 

that may arise directly or indirectly from the spread of 

artificial intelligence to all aspects of social life from 

now on? In this regard, it should be remembered that, 

just as the first industrial revolution caused massive un-

employment by replacing human beings with cheaper 

and more efficient machines at that time, in the upcom-

ing revolution of telematics and nanorobots domi-

nated by artificial intelligence, the situation will not be 

much different from that in Age of Enlightenment, and 

the results in this regard will be more remarkable, be-

cause these entities have multiple uses in almost every 

conceivable field. 

In the case described, as Duseel[20] understood, 

this is an event that substantially changes the principle 

of political ratio, because a new world order domi-

nated by artificial intelligence, as a material practical 
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rationality, will not only solve the conditions that de-

cide to create and reproduce a better life for man-

kind, but also introduces an external force into the key 

process of maintaining the balance of political and so-

cial ecosystem, such as the production of goods and ser-

vices, the distribution of value goods and the division 

of social labor and knowledge. 

One might argue that the impact of artificial intel-

ligence will lead to reduced working hours for individ-

uals and communities as a whole, while increasing 

space for entertainment, family life and training, and 

that the loss of potential jobs selected by intelligent ma-

chines will be compensated by public policies that en-

sure the general basic income of all, similar to the social 

security experience of the welfare state after World War 

II. However, all historical evidence shows that in the

global south, these policies have been inadequate and 

limited. Under no circumstances can they guarantee the 

resources needed to get rid of poverty and unstable life. 

The opposite argument is either illusory or demagogic. 

If this is added, the main interests of AI may be 

monopolized by political and economic elites, as hap-

pened in Latin America with various modernization 

plans. According to Morales, Villasmir and Martinez[21], 

even today, these plans cannot provide positive solu-

tions to the poverty, inequality and the lack of opportu-

nities for the vast majority of people in the region to 

support their development, Therefore, AI will increase 

inequality and the mechanisms of social exclusion, be-

cause it will provide a series of comparative advantages 

for a few people and harm those who cannot enjoy these 

technologies. 

In addition, AI will further strengthen the formal 

and informal social control mechanisms of authoritar-

ian governments to destroy the space for democratic 

participation and citizen leadership, which has been 

achieved through arduous struggles all over the world 

in history. If this claim is exaggerated, we just need to 

see how the social network called Social Credit System 

has worked so far in China. The system combines facial 

recognition, real-time geographic location and artificial 

intelligence software, and uses a scorecard to reward or 

punish individuals. In some cases, if the “ideological 

purity of the system” is violated, it will lead to the pro-

hibition on leaving the country, travelling on train or 

opting for a bank loan[22]. 

As a representation of ethical issues, a series of 

ontological issues have also been visualized that it is 

interesting to review roughly. In this case, ontology is 

to seek the ultimate meaning of human internal dignity. 

From this point of view, the existence of human beings 

or the establishment of their own conditions of exist-

ence in history is not only due to the absolute necessity 

of their biology, but also especially due to the intersub-

jective action of attributes such as intelligence, will, co-

operative ability, etc. that characterize the species and 

culture, as the force of continuous reorganization of na-

ture. 

In fact, the main ontological problems arising 

from the wide use of artificial intelligence in today’s 

world are those adjusted through its main role in order 

to transform human beings into a different entity in the 

future. At this time, the basic characteristics and spirit 

of these entities cannot be fully determined. If Ha-

rari’s[10] forward-looking view is correct, human spe-

cies have experienced this phenomenon since the bio-

logical and material sunset, which brings more 

questions than answers: Has the integration of artificial 

intelligence and human beings subvert the human situ-

ation? What are the ethical boundaries of any evolu-

tionary process? Is the new self-generated by the com-

bination of genetic engineering, nano thrombosis and 

artificial intelligence necessarily unacceptable? As 

early as the end of the 19th century, Friedrich Nietzsche, 

a great German thinker, once said:  

Man exists only to be transcended. “Man is a 

rope between beast and Superman-a rope across the 

abyss.” Therefore, its greatness lies in the fact that “it 

is a bridge, not a goal” and that what is to be loved in it 

is “it is a transition and sunset”[23]. 

Perhaps the development of technology, espe-

cially the development of artificial intelligence, will be 

the driving force of human transcendence known in on-

tology so far. Alternatively, this overall transcendence 

of Homo sapiens may coincide with Nietzsche’s trans-

formation from beast to Superman. By the way, at a 

complex intersection, people are discussing the sunset 

of human beings or the evolution of their abilities to 

God’s own level, as Harari imagined[9]. 

It is true that nothing is certain and can only be 

guessed, but in any case, the changes in the next few 

decades will not be easy and will bring them with 
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changes in people’s identity and may transform their 

genetic integrity, significantly alter their being, doing 

and living together with the way they feel the world and 

live their life. At this stage of the development of hu-

man history, it has always been bound by the limitations 

of human conditions and subjectivity. 

Last but not least, AI needs to replicate a set of 

laws at any time. These laws test the ability of legal 

knowledge to regulate and regulate the design, produc-

tion and use of AI at present and in the future. In this 

regard, Leret[24] emphasized the close relationship be-

tween biotechnology, law and bioethics due to the rapid 

development of technology in the fields of Informatics, 

medicine and genetics to protect the identity of individ-

uals and their genetic integrity and identity. 

In this regard, there are some reasonable problems, 

such as: Is a person’s gene designed to achieve certain 

genotypic and phenotypic attributes contrary to the nat-

ural evolution of the species? Will these advances will 

divide humans into two categories: “normal” people 

and those who are gifted through genetic manipulation 

and/or biomechanical implantation? Although there is 

no clear answer in this regard, it is clear that developed 

countries will be the biggest beneficiaries of these im-

provements, which will further strengthen the techno-

logical and scientific gap between the North and the 

South. 

Since Calvano[25, 26] proposed the political moder-

nity scheme, there has been a concept of justice, de-

mocracy and fairness in the western legal system 

through symbolic and conceptual means, such as: The 

rule of law and human dignity are designed to protect 

ordinary people from situations that violate their spirit 

or worsen their living conditions. In this regard, the es-

tablishment of regulators for the regulation of AI 

should focus on at least four key aspects, which 

have been regarded as: 

Develop in an international legislative frame-

work by consensus to subordinate the design, produc-

tion and development of artificial intelligence to the 

dignity of life in its biological type. As postulated in 

Asimov’s first law of robotics. 

Identify universal ethical and axiological princi-

ples to make AI meaningful and purposeful as a tool for 

the development of human capabilities, as Nussbaum[27] 

understands, that is, the immeasurable possibility of ex-

istence and realization as part of a life project, which is 

formulated by individual sovereignty. 

Penalize the instrumentalization of human condi-

tions by incorporating of artificial intelligence techno-

logical implants which change people’s consciousness 

and/or ignore the ethical standards of people’s free ex-

istence and action. 

Punishment uses artificial intelligence as a formal 

and informal means of social control to support totali-

tarian order, in the style of dystopian fictions such as in 

Black Mirror, Aldous Huxley’s Brave New World, or 

George Orwell’s 1984. 

The success of such a legislative agenda will de-

pend not only on the political will of advanced govern-

ments to make full use of artificial intelligence, but also 

on the pressure of organized civil society to defend 

their rights in a substantive democracy, in which artifi-

cial intelligence will gradually become an unacceptable 

means of governance, no matter how possible its per-

formance is on various technical equipment. 

4. Conclusion

Are artificial intelligence and human state oppo-

site entities or complementary forces? In essence, all 

this will depend on people’s universal use of this tech-

nology, its design purpose, and the specific results ob-

tained from it for the benefit or damage of life in gen-

eral. Of course, whether humans can control this form 

of intelligence under some ethical and bioethical stand-

ards in the triangle that combines artificial intelligence, 

robotics and genetic engineering. So far, artificial intel-

ligence seems to be able to overcome the limitations 

and contradictions of human intelligence in many as-

pects and deepen its position as a complementary force 

of human intelligence. 

However, it should not be ruled out in advance that 

at a certain stage of its evolution, artificial intelligence 

contacts human beings in different ways, just as it has 

developed a high degree of autonomy, enabling it to 

make a series of decisions that may be ethically, onto-

logically or legally controversial. Whether due to their 

own conscious will or their use as a tool for social con-

trol and rule, as has happened in countries like China, 

where artificial intelligence serves dictatorship. 

For the reasons described in the full text, two 
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views on artificial intelligence are considered: on the 

one hand, as a tool that helps to improve the future of 

individuals and communities, on the other hand, as a 

force, it must be critically analyzed through the various 

threats generated by its direct or indirect use. This 

choice tends to the second position without compromis-

ing its multiple contributions to modern life. All indi-

cations indicate that artificial intelligence will play a 

central role in the new world order being established, 

which is likely to indicate the transition of mankind to 

a higher quality entity, or, on the contrary, the moral 

erosion of human conditions. From this perspective, 

there are more questions than answers, and there are 

good reasons to be vigilant about what is about to hap-

pen in the global transition stage. 

In addition, artificial intelligence is such a broad 

and complex problem that demands at all times an in-

terdisciplinary research that addresses it in its various 

dimensions, as a condition of possibility to understand 

this phenomenon in its dialectical totality. To this end, 

it is not surprising to propose more and better research 

routes and take into account the ethical, ontological, le-

gal, political, psychological and anthropological prob-

lems arising from the increasingly widespread use of 

this technology in theory and reality. 

Conflict of interest 

The authors declare that they have no conflict of 

interest. 

References 

1. Sanz C. What is intelligence? eMS El Mundo del Su-

perdotado; 2021.

2. R. Inteligencia. Qué sabemos y qué nos falta por in-

vestigar?(Spanish)[Intelligence. What do we know

and what do we need to in-dress?] Rev. Acad. Co-

lomb. Cienc. 2011; 35(134): 97-103.

3. Brito P, Villavicencio C, Sánchez P. Requirements

for possible links between artificial intelligence and

the future of society. Revista de la Universidad del

Zulia 2019; 10(28): 260–280.

4. Stiglitz JE. The price of inequality: The 1% of the

population has what the 99% needs. Taurus; 2012.

5. Vinuesa R, Azizpour H, Leite I, et al. The role of ar-

tificial intelligence in achieving the sustainable de-

velopment goals. Nature Communications 2020;

11(1): 1–10. 

6. Renz A, Hilbig R. Prerequisites for artificial intelli-

gence in further education: Identification of driv-

ers, barriers, and business models of educational

technology companies. International Journal of Edu-

cational Technology in Higher Education 2020;

17(1): 1–21.

7. Belk R, Humayun M, Gopaldas A. Artificial Life.

Journal of Macromarketing 2020; 40(2): 221–236.

8. Biagini V, Subasic M, Oudalov A, et al. The autono-

mous grid: Automation, intelligence and the future of

power systems. Energy Research and Social Science

2020; 65: 122–139.

9. Harari YN. From animals to gods: Brief history of

mankind. Debate; 2014

10. Harari YN. Homosexuals: A brief history of tomor-

row. Debate; 2015

11. Arbeláez-Campillo DF, Andreyevna Dudareva M,

Rojas-Bahamón MJ. In a globalized world, epidem-

ics are a factor undermining the geopolitical order.

Cuestiones Políticas 2019; 36(63): 134–150.

12. Villasmil J. The fragility of human civilization.

Cuestiones Políticas 2020; 37(64): 10–14.

13. Martinez M. New science: Challenges, logic and

methods. Thrills; 2009.

14. Camproubi CB. Genre theory research. Estudios de

Literatura 2014; (05): 101–123.

15. Stephen Hawking: Artificial Intelligence Could

Spell End of Human Race [Internet]. BBC News;

2014. Available from:

https://www.bbc.com/mundo/ultimas_no-

ticias/2014/12/141202_ultnot_hawking_inteligen-

cia_artificial_riesgo_humanidad_egn

16. Asimov I. Runaround. New York: Street and Smith;

1942. 

17. Esparza R. Bilderberg club has launched a new par-

adigm: Artificial intelligence [Internet]. Hispanic;

2015. Available from: https://www.hispani-

dad.com/confidencial/el-club-bilderberg-lanza-un-

nuevo-paradigma-la-inteligencia-artifi-

cial_212299_102.html

18. Savater F. Amado’s morality. Barcelona: Ariel; 1999.

19. Fromm E. Ethics and psychoanalysis. Fondo de Cul-

tura Económica; 2003.

20. Dussel E. Towards critical political philosophy-Hu-

man rights and development. Bilbao: Desclée; 2001.



Artificial Intelligence and Human Condition: Opposing Entities or Complementary Forces? 

39 

21. Morales Castro YR, Villasmil Espinoza J, Martínez

Pure RD. Democracy in the spotlight: The people’s

government or the degeneration of power? Revista

de Ciencias Sociales 2019; 25(1): 236–252.

22. Garrido L, Shanghai J. Less freedom vs. more eco-

nomic development. Good citizen, force: China has

accelerated its social control plan for 2020 [Internet].

El Condoncial; 2019. Available from: 

https://www.elconfidencial.com/mundo/2019-09-

20/buen-ciudadano-a-la-fuerza-china-acelera-su-

plan-de-control-social-para-2020_2201731/.

23. Nietzsche F. Immortal works II Volume 2. Tecnos

Editorial, S.A; 2003.

24. Leret MG. Law, biotechnology and bioethics. Edi-

ciones CEC; 2005

25. Calvano L. Political Modernity: Gaze and sign. Re-

vista Cuestiones Politícas 2017; 33(58); 37–48.

26. Calvano L. Social contract and political modernity in

Colombia. Fondo Editorial de la Universidad Rafael

María Baralt (UNERMB) 2018.

27. Nussbaum M. Creating capabilities: a proposal for

human development. Editorial Paidós; 2012.

Notes 

1. As Ritzer (1999) said: “Redistribution can be seen

as a process through which people begin to believe

that the social forms created by human beings are

natural, universal and absolute. Therefore, these

social forms do have these characteristics. The con-

cept of “redistribution” means that people believe

that the social structure is beyond their control and

cannot be changed “(p. 191). Although one might

say that human intelligence has a neurobiologi-

cal basis, it is not a pure human attribute. We un-

derstand intelligence as a basic social concept that

changes over time and culture. In addition, all life

forms have a certain intelligence, which depends

on the characteristics of their species, so that they

can adapt to the environment, even in extreme en-

vironments, such as the so-called extreme creatures.

Therefore, we assume that the concept of intelli-

gence has been redefined.

2. For a review of Asimov’s main works, it is sug-

gested to refer to: https://www.europapress.es/cul-

tura/libros-00132/noticia-24-anos-isaac-asimov-

10-novelas fundamentales-20160406165615.html. 
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ABSTRACT 

In the context of current epidemic diseases, this study developed a web application, which can monitor the use of 

protective masks in public environments. Using the Flask framework in Python language, the application has a control 

panel to help visualize the obtained data. In the detection process, Haar Cascade algorithm is used to classify faces with 

and without protective masks. Therefore, the web applications are lightweight, allowing the detection and storage of 

images captured in the cloud and thte possibility of further data analysis. The classifier presents precision, reversal and f-

score of 63%, 93% and 75%, respectively. Although the accuracy is satisfactory, new experiments will be carried out to 

explore new computer vision technologies, such as the use of deep learning. 
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1. Introduction

At the end of 2019, Wuhan recorded the first undetected disease 

case in the world. Affected people presented cough, sneezing, fever, and 

the worst case is severe pneumonia, leading to acute respiratory failure[1].

The patient’s clinical condition deteriorated rapidly and the intensive 

care unit was required to make efforts to restore health. In just a few 

days, Wuhan has become the main epicenter of the new virus, and the 

world continues to strive to control the epidemic, such as building hos-

pitals in a record time and strictly implementing social distance 

measures. An example of these measures is , which aims to limit per-

sonal contact with infected individuals, which is necessary for infectious 

diseases without vaccines or treatment. Therefore, Wuhan was isolated 

to curb the spread of the virus.  

The new virus was named SARS-CoV-2. It has been identified as 

part of the coronavirus family, the pathogen of COVID-19, a new dis-

ease. The spread of this disease around the world has led to a public 

health emergency of international significance, which is described by 

WHO as an epidemic. Due to the high transmission rate of the virus, 

isolation measures need to be taken; It occurs from one person to an-

other by touching, dripping saliva, sneezing, coughing, phlegm, contam-

inated objects or surfaces. According to the World Health Organization 

(WHO), basic personal hygiene care can reduce the transmission of the 

virus, such as hand hygiene with alcohol and gel, and the use of personal 

protective equipment, such as surgical masks (N95) or handmade masks.

https://en.wikipedia.org/wiki/S%C3%A3o_Paulo_State
https://en.wikipedia.org/wiki/Brazil
mailto:Yeah.%20junior@aluno.ifsp.edu.br
mailto:thiagohomem@ifsp.edu.br
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Studies have shown that masks can block 95.15% to 

99.98% of aerosols[2]. 

In addition, the mortality rate of COVID-19 is 

about 3.4%, which is 9.6% and 34.3% respectively 

compared with other coronaviruses such as SARS 

and SRM[3]. In some cases, the clinical development 

of the virus requires the use of ventilator supported 

intensive care units (ICU). Due to the speed of dis-

ease transmission, some countries face difficulties in 

meeting the demand for these devices and avoiding 

as many deaths as possible. Therefore, social isola-

tion and personal protection measures have been es-

sential to reduce the number of infections and avoid 

overburdening the health system. Countries that 

postponed such measures, such as Italy and Spain, 

faced the problem of hospital overcrowding, result-

ing in thousands of cases and deaths due to the lack 

of beds, and finally have to decide who would re-

ceive appropriate care and who would not. 

In Brazil, the first action taken to curb the 

spread of the disease was implemented at the airports 

to prevent the entry of people with specific symp-

toms of the disease, such as cough, fever, runny nose, 

sore throat, respiratory distress, loss of smell (anos-

mia), taste disturbance (ageustia), gastrointestinal 

diseases (nausea, vomiting, diarrhoea), tiredness (as-

thenia), decreased appetite (hyperoxia) and dysp-

noea (shortness of breath). However, the entry of the 

virus is inevitable, because at some stage of the dis-

ease, the infected person is asymptomatic. 

Due to population density and human traffick-

ing, the state of São Paulo has become the epiccenter 

in the country. The city has the busiest airport in 

South America, providing air bridges for various 

flights. After confirming the first batch of COVID-

19 cases, the state announced quarantine. Educa-

tional institutions and non-core activities have been 

prevented from continuing to operate and are not ex-

pected to reopen. 

The largest city in the state of São Paulo, ac-

cording to Decree 59396[4], everyone must wear 

masks in public places, shops and public transport, 

otherwise they will be fined. Masks have become an 

essential element for São Paulo residents to move 

around the city in an emergency. Because even with 

the efforts of the government of São Paulo, the pop-

ulation segregation rate is very low; in the period 

from April to May 2020, this proportion is between 

46% and 59%[5], ideally 70%. 

Data to measure quarantine compliance are col-

lected through a system that maps population mobil-

ity indices, known as the intelligent monitoring sys-

tem of Sao Paulo[5]. The system is established 

through public-private partnership and involves na-

tional mobile operators. Although SIMI-SP is effec-

tive in identifying aggregates and measuring isola-

tion rates, it does not monitor public behavior when 

crossing public places, such as the use of protective 

masks. 

In order to complement the actions of SIMI-SP, 

it is necessary to develop a monitoring system to de-

termine whether individuals use personal protective 

equipment in public places where people circulate. 

Action of this nature is necessary until an effective 

drug or vaccine COVID-19 is found. 

The use of artificial intelligence (AI) can mon-

itor the behavior of people in transit during a pan-

demic. According to Pontes[6], AI is a computing 

field aimed at stimulating problem-solving and deci-

sion-making capabilities. According to Backes and 

Junior[7], their sub field “computer vision is a re-

search field that attempts to transfer amazing visual 

ability to machines”, because computers interpret 

data differently from humans. Artificial vision fo-

cuses on [...] Capture and enhance the image (for ex-

ample, eliminate noise, increase contrast, etc.), sepa-

rate the region or object of interest from the scene, 

extract various information such as shape, color and 

texture from the analyzed image, and finally associ-

ate the image with other previous views. 

An improved monitoring method of artificial 

intelligence is facial recognition. It is used in many 

fields, from the most aesthetic — for example, to im-

prove photos using the face as the main element in 

applications such as Instagram. — to other areas 

such as agriculture and police skills[8]. Face recogni-

tion can be used to monitor a large number of people 

at the same time, highlight their faces, and use algo-

rithms to convert these images into data that can be 

understood by computer systems. 
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1.1 Ask questions 

Due to the high infectivity of SARS-CoV-2, the 

use of protective masks is mandatory in several 

countries as an effective and low-cost alternative to 

curb the spread of the virus, because it protects the 

individuals who use it and the people around them. 

According to the study, even in the case of reduced 

cases, wearing masks and other measures, such as 

social distance, may continue until 2022[9]. Therefore, 

autonomous social monitoring solutions are needed 

to promote the recovery of economic and social ac-

tivities by ensuring that measures continue to be 

taken during and after the most critical period of the 

pandemic. 

Thus, the main purpose of this study is to de-

velop a composite solution to monitor the use of pro-

tective masks in public and private environments 

from the images taken by the camera by using AI and 

computer vision technology. To that end, the follow-

ing specific objectives are proposed: 1) Using artifi-

cial vision and AI algorithm to build a face detection 

system; 2) Develop a database to store the obtained 

data; 3) create a dashboard to monitor the system 

data. 

2. Feasibility study

This section describes initiatives and studies re-

lated to the proposed project. A computational solu-

tion is proposed to minimize the pan demia impact 

of COVID-19. 

2.1 Related work 

Even without face detection technology, it is 

worth monitoring SIMI-SP[10] monitoring system 

currently used by the state government of São Paulo. 

The system produces a map of urban agglomerations 

and can monitor the rate of social isolation in urban 

centers and places most conducive to the spread of 

new cases. It was created by a public-private partner-

ship involving mobile operators. However, this solu-

tion cannot determine whether a person is using per-

sonal protective equipment, such as protective masks 

recommended by who and mandatory in some cities. 

In September 2020, the “face recognition” de-

scriptor was searched in the virtual science article Li-

brary of Web of Science, and 10325 times in the past 

five years. In this result, 5737 articles were published 

in scientific journals, 4371 in scientific conferences, 

and 217 in other ways. Only 116 articles (about 1.1%) 

were written by Brazilian authors. Although they ac-

count for only a small part of the research, some Bra-

zilian institutions have discussed the use of face 

recognition in their projects. 

One of the publications discusses the gender 

classification of people in the image, identifying 

whether a person is male or female in real time in an 

uncontrolled environment through their physical 

characteristics, and factors that may impair the accu-

racy of the image (e.g. Site brightness). In order to 

solve this problem, the author simulated human un-

derstanding of gender recognition and established a 

neural network to recognize these patterns[11]. 

Another publication of Brazilian scientists is 

the Deepfake study[12]. This technology uses AI to 

create false videos, which may lead to false positives 

in face recognition systems. By using convolutional 

neural network (CNN), the security system can ben-

efit from the solution proposed in this paper. 

Among the selected articles, a Brazilian study 

also compared traditional machine learning and deep 

learning methods[13]. According to this article, the 

model created from the trend database performs bet-

ter in face recognition task. 

2.2 Reason 

In view of the above, in the case of a high-risk 

pandemic, it is necessary to monitor the use of 

masks by the public in the public environment to en-

sure the effectiveness of measures to prevent covid-

19 infection. This article describes the technology 

used to build a solution for autonomously monitoring 

the use of personal protective masks by people in an 

uncontrolled environment. 

3. Architecture solutions

The following describes the architecture of the 

solution proposed in this project and the relation-

ship between the computing components used. 

3.1 Algorithm classifier 
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The classifier used in this application is based 

on the technology proposed by Viola and Jones[13] 

and the Haar Cascade method[14], which has been 

specially used for face, human and other aspects so 

far. However, the classification process requires im-

age preprocessing. 

The image in the computer system is a three-

dimensional matrix composed of color, width and 

height. In the image processing step, they define their 

default height and width so that they all have the 

same pixel size. In the process of image processing, 

some noise can still be removed from the image ob-

tained in the capture process, such as smoothing and 

highlight filtering. In this work, we decided to omit 

the dimension of color and convert the image to gray. 

In this way, the classifier will execute the function in 

a two-dimensional array. 

Haar Cascade method[15] includes three basic 

steps: 1) track the image and find the Haar features 

similar to the bus object; 2) use boosting classifier to 

select the most relevant features; 3) cascade classifi-

ers to improve the final result. 

Therefore, in the first stage, it scans the im-

age by rotating small particles from left to right and 

from top to bottom to find Hal’s characteristics[16]. 

Figure 1 illustrates the type of manual core used to 

detect Haar Cascade: image (a) reference core to 

identify edge features; image (b) reference texture is 

used to identify the straight line feature, and the im-

age (c) reference texture is used as four rectangles to 

identify the diagonal edge. 

Figure 1. Core for Haar cascade. 

Source: Adapted from mordvintsev (2013). 

The core is a digital matrix representing 

the black-and-white part in Figure 1. Therefore, dur-

ing scanning, each pixel in the image is multiplied by 

the corresponding number of cores. The differ-

ence between the white part pixels and the black part 

pixels produces characteristic values. At the end of 

projection, a set of features is obtained. 

The second stage is based on AdaBoost, which 

aims to select a small part of visual features with 

higher intensity for a given image. These visual fea-

tures are used for target detection and classification, 

which is based on pulse algorithm. Pulse is a ma-

chine learning technology that combines several 

weak classifiers to improve the overall accuracy[17]. 

The first selected feature is focused on the eye 

area, because the eye area is usually darker than the 

nose and cheek area. The second feature selected 

is based on the fact that the eyes are darker than the 

tip of the nose. For each visual feature, this method 

selects the resource with the lowest error rate to find 

parameters to classify future positive and negative 

faces. 

The cascade process is carried out in the third 

stage, that is, the intermediate combination of degen-

erate tree classifiers. The strategy reduces the false 

positive rate by combining classifiers at each stage 

of the cascade. To illustrate this process, an im-

age-based classifier is applied, which discards the 

images classified as negative, that is, the images 

without target features. The next step is to consider 

only the correctly classified images and apply an-

other classifier by rejecting the negative images 

again. The cascade process continues with an ideal 

hit rate. Figure 2, adapted from Harmouch[18], illus-

trates the cascade classification process. 

Similar to various Supervised learning methods, 

Haar also needs training stage. To do this, you must 

create an image library separated by positive (includ-

ing the image of the object to be recognized) and 

negative (excluding them). At the end of the training 

process, the program stores the Haar characteristics 

of the object in an XML file, which will be used as 

the model of object detection. 

In order to train the classifier, each image gets 

an equal weight at the beginning. After each classifi-

cation, the weight of the incorrectly classified image 

will increase. Then, the same process is per-

formed by calculating the error rate and the new 
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weight. Repeat this process until the required accu-

racy is reached or the required number of resources 

is found according to the error rate. 

Haar Cascade is free and located in the OpenCV 

repository. It used to train classifiers with XML files. 

Therefore, its integration with the system is simple 

and flexible, which makes its implementation very 

popular in artificial vision projects for target detec-

tion. 

Figure 2. Cascade classification process In each step, a series of images (f) with wrong classification are re-

jected, and the image (V) with correct classification is then classified next time. 

Source: Adapted from Harmouch[18].

3.2 Component diagram 

Figure 3 shows the relationship between the 

application and the OpenCV framework responsible 

for image processing and coding[19]. Haar Cascade 

classifier is used to detect patterns in images. 

The benefits provided by Haar Cascade include ease 

of implementation and low consumption of compu-

ting resources to train and approve models.

Figure 3. The component responsible for capturing and converting images. 

Source: I designed it myself.

Figure 4 shows the connection between the ap-

plication and MongoDB Atlas database[20]. This is a 

non-relational database, also known as NoSQL. This 

type of database improves the speed of transactions 

and does not give priority to the atomicity, con-

sistency, isolation and persistence (ACID) related at-

tributes in relational databases. MongoDB Atlas is a 

document oriented database that shares similar func-

tions with other types of banks, such as securities, 

charts and columns. It also uses cloud computing re-

sources. It is a service characterized by DaaS (data-

base as a service), which allows any computer con-

nected to the Internet to access its database manage-

ment system and perform operations such as 

inserting, deleting, changing and querying records. 

The implementation model allows the flexibility of 

adjusting the computing resources used according to 

the needs of the solution, such as the transmission 

speed and the mode of storing data. 
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Figure 4. Transaction database component. 

Source: I designed it myself.

PyMongo library[21]facilitates the interac-

tion between python programming language and 

MongoDB database. It contains a set of tools to es-

tablish a connection between the display and data 

layers of a web application. The project uses Py-

Mongo library to build the connection, query, change, 

insert and delete methods of records in the database. 

The images taken by the camera are processed 

and then entered into the MongoDB Pillow data-

base[22]. Then IO (Python Software Foundation, 

2020b) and Base64 (Python Software Foundation, 

2020a) were responsible for processing the task. 

Figure 5 shows the relationship between the 

front-end application layer components developed in 

this project. Micro-framework Flask[23](Pallets,s.f.) 

is used to organize applications processed by appli-

cations. This framework was chosen because it has 

an optimized structure and sufficient resources to 

meet the needs of the project, and it adheres to the 

Python language. Another advantage is that it is 

modular and flexible, and can serve different types 

of web applications, from the simplest to the most 

complex. 

Using Javascript libraries improves the usabil-

ity of applications. Therefore, the jQuery Library[24] 

is used to create asynchronous licenses, so as to 

avoid loading pages multiple times during user inter-

action. Chartist.js library[25]. On the other hand, 

helps to build responsive and dynamic graphics, 

while the Materialize Library[26]was created by a 

group of students at Carnegie Mellon University ac-

cording to Google’s Material Design principles and 

is responsible for the style sheets of applications. 

Algorithm 1 (Table 1) provides the func-

tions of capturing, detecting and detecting hu-

man faces. The algorithm runs until the user ex-

its the program (lines 2–14); take a camera 

image (line 3); resize to speed up the classifica-

tion process (line 4); convert to grayscale (line 5) 

and create dark and clear areas to identify edge 

or texture changes; the date and time of the sys-

tem in which the database record is stored (line 

6); face detection using Haar features (line 7). If 

one or more faces are recognized (line 8), face 

cutting is performed in the original image (line 

10) for each face detected in the image (lines 9

to 12), and the cut faces are stored in the data-

base (line 11). 

http://chartist.js/
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Figure 5. Components responsible for web visualization. 

Source: I designed it myself. 

Table 1. Algorithm 1 describes the process of detecting and storing faces without masks 
Algorithm 1. Function detection and storage 

1: Function detection 

2: As long as the user does not complete the program 

3: Capture new img 

4: Resize img 

5: Convert image to grayscale imgg 

6: Store local date and time 

7: Identify faces in imgg using Haar Cascade classifier 

8: If the number of faces >0, then 

9: For each face ∈ img do 

10: Cut the face from the img and store it in the face 

11: Stored in database 

12: End stop 

13:   End if 

14: At the end 

15: end 

Source: I designed it myself. 

3.3 Technology used 

Table 2 shows a summary of the technologies 

used in this project. The first column identifies the 

technology used, and the second column corresponds 

to the web application layer that requires the technol-

ogy. When functions are performed on the user’s ma-

chine, these layers are subdivided into clients, and 

when functions are performed on the server respon-

sible for receiving requests, these layers are subdi-

vided into servers. The last column provides the rea-

sons for using each technology.

4. Results and discussion

A previously trained Haar Cascade algorithm 

model is used, which is not available in OpenCV li-

brary. The algorithm verification step implemented 

in the project uses a database containing 194 images 

(available from DataFlair, 2020). The images used 

are divided into two categories: one is the face image 

of people wearing personal protective masks, and the 

other is the face image of people without masks. 

Haar Cascade algorithm detects faces with or with-

out protective masks through accuracy, revocation 
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and fβ-score measurement[27].

Table 2. Overview of technologies used 

Technology Layer Reason 

Git The server 
Version control code, save the implementation to. Warehouse. 

Is required to store items. 

Python. The server 
It needs to be integrated with artificial vision and intelligent library. 

OpenCV， The server 
Computer vision main library; In all the functions she performs, she is respon-

sible for communicating with cla-actor. 

Harr Cascade The server 
A classifier for detecting the presence of faces. A video frame. 

Pillow The server Data needs to be written to temporary storage. 

BytesIO The server Temporary storage needs to be created. 

Base64 The server 
In any server or web application, you need to convert a set of bytes into under-

standable text. 

ImUtils The server It needs to capture the camera's IM, agen and cam, biar Tam, ano del m, arc. 

Flask The server Micro framework for web development. 

HTML Customer P> Atr6n web page. 

Javasctipt Customer It needs to execute requests from web applications to servers and databases. 

jQuery Customer It needs to simplify javascript functions. 

Chartist JS Customer It needs to create simple, easy to accept graphics. 

Materialize Customer Responsible for the layout generated by the style sheet. 

PyMongo The server It is necessary for the application to interact with mongodb. 

MongoDB 

Atlas The server Non relational and document oriented database management system. 

Source: I designed it myself. 

Table 3. Matrix confusion 

Truth value 

Positive class Negative class 

Positive class 
90 （TP） 54 （FP） 

Forecast 

7 (New) 43 (Tennessee) 
Negative class 

Source: I designed it myself. 

The precision, reversal and fβ-score were based 

on the values obtained by the classifier from the oc-

currences in measures of true positives (TP), false 

positives (FP), true negatives (TN) and false nega-

tives (FN). The appearance belonging to TP category 

refers to the correct classification number of images 

with unmasked faces; FP value refers to the case of 

misclassification in the face image without mask; TN 

value refers to the incidence of correct classification 

of face and mask images, and the last FN value refers 
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to the incidence of incorrect classification of face and 

mask images. Table 3 shows the confusion and dis-

tribution matrix of these values. 
From these values, the accuracy is determined by the 

calculation of equation 1, where TP is divided by the sum 

of TP and FP: 

TP
P

TP FP
=

+
(1) 

Conversely, revocation is defined by dividing the TP 

evaluation by the sum of TP and FN, as shown in equation 

2: 

TP
R

TP FN
=

+
(2) 

Conversely, the fβ-score represented in equation 3[28] 

is the harmonic average between precision and revocation, 

and its values represent parameters P and R, respectively. 

Parameter β can be used to assign different weights to the 

metrics used in the equation. In the performance evalua-

tion used in this project, β value is equal to 1; therefore, 

accuracy and updating are equally important. 
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Therefore, through equations 1, 2 and 3, the preci-

sion, cancellation and f1-score values shown in Table 4 

can be obtained. 

Table 4. Results the accuracy, recall and f1score were obtained 
Exact Revoke f1-score 

0.63 0.93 0.75 

Source: I designed it myself. 

In addition to evaluating the Haar Cascade al-

gorithm, a minimum viable product (MVP) was con-

structed using the techniques shown in Table 1. The 

functional prototype of this web application demon-

strates the performance of the technology and hard-

ware evaluated in this project in a coupled and syn-

chronous manner. Figure 6 shows the initial screen 

for developing the prototype. The area marked 

with blue dotted line displays the video captured by 

the camera in real time and sends it to the computer 

vision algorithm. The second area is light green, 

showing a data carousel with the faces of people 

without protective masks extracted from the video. 

The third area, represented by orange dots, shows a 

graph of the number of individuals who did not wear 

masks during a specific period (monthly, weekly or 

daily).1 

4.1. Discussion 

This section discusses the test results, because 

if copied with other technologies, the results may be 

different, depending on whether these technologies 

are appropriate. 

1 MVP demo video can be obtained from the following link: 

First of all, it must be remembered that hyperpa-

rameters are sensitive to changes because they con-

trol the classification process of images. Therefore, 

in order to optimize the classifier, you need to ex-

plore the parameter space by filtering the parameter 

space more accurately, which may take hours or even 

days to find the best super parameter option for your 

problem. 

For example, the detectMultiScale function has 

two hyperparameters that directly influence the clas-

sification: ScaleFactor and MinNeighbours. The first 

is to determine the size of the image to identify more 

PE queue objects (in this case, for face detection); 

this parameter will affect the detection of people far 

away from the camera, but on the contrary, the false 

alarm rate and detection speed tend to increase. The 

second parameter is related to the kernel size (the 

matrix of adjacent pixels calculated and analyzed), 

which makes the image clearer and the details more 

related to the classifier; However, this will require 

greater processing power. 

With regard to image processing, it should be 

noted that the performance of the classifier may be 

different by applying other technologies and filters 

https://youtu.be/QmCs_piHZkw. Accessing the solution reposi-

tory https://github.com/Eskandar1/Ipkiss 
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provided by OpenCV. For example, it depends on 

whether the image is balanced or binarized by Gauss-

ian smoothing. These technologies and filters have 

their own super parameters for optimization. 

Figure 6. A web prototype system is developed. 

Source: I designed it myself.

Another thing worth emphasizing is that the ac-

curacy of f1-score formula is as important as revoca-

tion. In addition to accuracy, the algorithm must also 

detect the maximum number of faces without protec-

tive masks in a given scene, which is represented by 

the f1-score performance measure achieved by the 

project through the balance between accuracy and 

revocation. This allows good results to be ob-

tained by MVP analysis of a large number of person-

nel movements. 

One limitation of Haar Cascade classifier is that 

it can only recognize positive faces. In an uncon-

trolled environment, people can walk in different di-

rections, so they won’t detect faces that don’t look at 

the camera. One way to solve this limitation of the 

classifier is to use a model with deep learning tech-

nology, which contains hierarchical separated neu-

rons, which are specially used for complex pattern 

recognition in the training process, such as recogniz-

ing protective masks, regardless of facial angle. 

The data processed during prototype execution 

is stored in the database. This storage allows them to 

cross with other sources; for example, public data 

provided by Datasus, the Information Technology 

Department of Brazil’s single health system (SUS). 

Such data cross cutting can enhance the analysis of 

the epidemic, including virus transmission and the 

use of protective masks. 

5. Experiment
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Considering the prevalence of COVID-19 and 

the nursing needs for virus spread, this paper intro-

duces the application of computer vision technology 

to monitor the use of mask. A web application is de-

veloped, which can detect and record the facial im-

ages of people without additional wrist guards. This 

is an application that can be easily implemented on 

low-cost devices. 

The system can detect the face without protec-

tive mask with 63% accuracy and record it in the da-

tabase. This enables those responsible for monitoring 

the specific environment of implementation to meet 

the need for effective measures to combat and pre-

vent infectious diseases. 

As a suggestion for future work, we intend to 

use deep learning technology to improve the effi-

ciency of the solution. This recommendation must 

weigh the relationship between facial accuracy and 

performance so that the application can be imple-

mented on low-cost devices. 
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ABSTRACT 

In view of the continuous growth of energy demand and interest in environmental protection, the use of clean energy 

to replace fossil fuels is a global trend. Wind energy is the fastest growing renewable energy in the world in recent years. 

However, in the case of Mexico, there are still some difficulties in promoting its use in some areas of the national territory. 

One difficulty is knowing in advance how much energy can be injected into the grid. This paper introduces the 

development of artificial intelligence technology for wind power generation prediction based on multi-year 

meteorological information. In particular, the potential application of Bayesian network in these prediction applications 

is studied in detail. A weather forecasting method based on Dynamic Bayesian network (RBD) is proposed. The 

forecasting system was tested using meteorological data from the regional wind energy technology center (CERT) of the 

National Institute of Electricity and Clean Energy (INEEL) in Oaxaca, Mexico. The results are compared with the time 

series prediction results. The results show that dynamic Bayesian network is a promising wind power generation 

prediction tool. 
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1. Introduction

The continuous growth of energy demand and the depletion of fos-

sil and nuclear energy, coupled with the need to protect the environment,

make the intensive and extensive use of renewable energy attractive and 

necessary. Compared with traditional energy, renewable energy has in-

exhaustible advantages. Its operation cost and the generation of pollu-

tion sources, especially the emission of carbon dioxide, are very expen-

sive. However, some of their main disadvantages, such as the 

intermittent and variability of solar energy, are difficult to predict. These 

two disadvantages are very important, because in the power grid, in or-

der to meet the requirements of power grid operation specifications, it is 

necessary to maintain a balance between the power consumption and its 

power generation. For example, if the electricity generated by wind 

power shows variability in the amount of electricity generated, non-dis-

tributable electricity will be considered, which may lead to quality or 

power interruption. 

Wind power generation is affected by atmospheric parameters, such 

as wind speed and direction, temperature, humidity and pressure, as well 

as internal factors, such as maintenance plan and design constraints. On 

the one hand, it is obvious that the prediction of wind power generation

makes the control, management, maintenance and planning of power  
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dispatching possible. On the other hand, the impact 

of good dispatching is transformed into significant 

economic savings and better utiliza-tion of 

renewable resources by power suppliers. When 

user demand and supplier scheduling are esti-mated 

synchronously, the benefit is greater. There-fore, it 

is best to develop a method to adjust the sup-ply of 

wind farms according to wind conditions. These 

forecasts must have such a prediction range to help 

calculate the power output and improve the fit-ting 

of the actual demand curve.  

Wind power prediction can be realized by 

phys-ical methods and random methods. All 

physicists are based on physical considerations of 

terrain, such as roughness, terrain and obstacles, 

and the atmos-phere, where they simulate the crazy 

contours of the wind. In the stochastic model, the 

prediction is based on the analysis of data series and 

the use of time se-ries, statistical technology and 

artificial intelligence technology. 

This paper presents an artificial intelligence 

(AI) method based on Dynamic Bayesian Network 

(DBN) and machine learning, which is a good wind 

forecast-ing method. DBN is an extension of static 

Bayesian network or simple Bayesian Network 

(BN). Its main features are: • They allow coding of knowledge and manage-

ment experience and help users maintain their

models to improve their confidence in the accu-

racy of the models.

• They use multiple model learning algo-

rithms based on historical data to deal with differ-

ent types of applications.

• They have a powerful reasoning mechanism to re-

spond to information queries given some evi-

dence.

• The output of dynamic Bayesian network is prob-

ability distribution, not a point prediction value.

They allow handling noisy or incomplete infor-

mation and are ideal for intermittent processes.This 

paper expounds two kinds of original input: aca-

demic input and technical input. Academic contribu-

tion corresponds to the development of DBN on 

short-term prognosis. Specifically, it is part of the 

construction originally proposed by DBN[1]. When 

calculating data sets in the form of time series, it is 

extended to prediction applications. Especially in 

this case, it is used to predict the wind and generate 

electricity on the 5-hour horizon. This recommenda-

tion is demonstrated by predicting the wind speed 

and direction of Oaxaca, Mexico, using two years of 

historical data from a wind speed measurement sta-

tion in the region. On the other hand, technical inputs 

include the development of proprietary software 

tools[2], which allow dynamic Bayesian networks 

to be learned from data. This tool is used to perform 

the experienments. Finally, the absolute error of the 

model is used to evaluate the quality of the wind 

speed. The results are compared with the traditional 

prediction methods, the average error is acceptable, 

lower than other methods, and satisfactory results are 

obtained. 

The structure of the rest of this paper is as fol-

lows: the next section briefly introduces the predic-

tion of wind power generation. The next section in-

troduces the Bayesian network and dynamic 

Bayesian network tools for wind power generation 

prediction. Experiments and results will be described, 

analyzed and evaluated in the following section. Fi-

nally, Finally, the last section concludes the article 

and presents future work. 

2. Wind prediction

The wind power prediction corresponds to the

offshore power generation of an aircraft at a certain 

time in the future. Weather forecasting can be carried 

out on different time scales. Short term predictions 

range from milliseconds to a few milliseconds and 

are used to actively control aerogenerators. Forecasts 

made within hours or up to 3 days are medium-term 

and contribute to power system management of the 

energy system and its trading. These predictions help 

to determine the use of traditional plants (unit com-

mitment) and the optimal scheduling of these plants 

(economic dispatch). The 5–7 day forecast is called 

long-term forecast and is used for maintenance plan-

ning. 

Wind energy is the kinetic energy generated by 

mass airflow. In this case, it is stable and predictable 

on an annual scale, but it depends on weather condi-
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tions on a smaller time scale. Meteorological condi-

tions produce changes directly in air mass movement 

according to incident solar radiation, ambient tem-

perature, relative humidity, atmospheric pressure, al-

titude and latitude. These changes may be cyclical in 

days, months, seasons, seasons or years. The speed 

of the wind may be very small, from 2 km/h in 

the breeze to 120 km/h in the hurricane, lasting from 

a few seconds to a few days. 

Wind energy generates electricity by converting 

kinetic energy into mechanical energy, which is then 

converted into electrical energy by wind turbines. 

According to Bates law, the maximum wind energy 

available to wind turbines is 59.3%[3], but the maxi-

mum wind energy of commercial wind turbines is 75% 

to 80% of the Bates limit[4]. The available power 

when the wind passes through a vertical area at a cer-

tain speed is determined by 

31

2
p Av= (1) 

Where ρ is the air density. Within the operating 

temperature range of Oaxaca, the air density is as-

sumed to be constant. Figure 1 corresponds to the 

power curve of the wind turbine and shows the 

power generation as a function of wind speed. The 

power curve characterizes the air generator. The min-

imum speed at which power begins to be generated 

is called the starting speed and is typically 3 m/s or 4 

m/s. With the increase of speed, the power also in-

creases. The wind turbine runs under partial load un-

til it reaches the rated speed and matches the rated 

power. The wind turbine is designed to produce max-

imum power at a speed between rated speed and stop 

speed, which corresponds to the maximum speed at 

which the wind turbine operates under safe condi-

tions, with a typical speed of 25 m/s. 

Wind energy prediction can be carried out directly or 

indirectly. In the first case, the estimation is realized by 

directly describing the power output of the electrical 

power variables. In the second case, it predicts the be-

havior of wind by estimating meteorological variables 

and the correlation between power curve and electric 

power. 

Figure 1. Wind turbine power curve 

The models used for prediction can be divided 

into two categories[5]: physical models[6]and stochas-

tic models[7]. Physical methods are based on physical 

considerations of terrain, such as roughness, terrain 

and obstacles, and atmosphere, and simulate local 

wind profiles. These models include numerical 

weather prediction (NWP)[6], sky image analy-

sis[8]and power generation system 

In the stochastic model, the prediction is based 

on data sequence analysis and carried out through 

various technologies: 

Time series. When data is available, they use 

historical data. The prediction of variables is com-

pleted by multiple transfer values of the same varia-

ble. 

Statisticians. They use statistical functions to 

estimate the value of a given variable and the histor-

ical data of that variable and other related variables. 

Artificial intelligence (AI). This includes build-

ing models using automatic learning algorithms, ex-

pert knowledge, or a mixture of both. 

The main statistical methods include AR, 

ARMA and ARIMA[9]. On the other hand, the current 

wind field prediction models based on time series 

and statistical models include ALEASOFT,  AEO-

LIS, CASANDRA, CENER, GARRAD HASSAN, 

METEOROLOGICA, METEOSIM or METE-

OTEMP[10]. They are based on the prediction of at-

mospheric changes by some numerical models, and 

do not have enough accuracy to predict the horizon 

wind speed of more than 5 hours. As another option 

to solve this problem, we can find a method to solve 

complex problems that cannot be solved by tradi-

tional methods by using artificial intelligence tools 
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such as artificial neural network (ANN)[11], Bayesian 

network[12], fuzzy logic and support vector ma-

chine[13]. These methods “learn” the relationship be-

tween prediction and measurement series. These 

methods usually provide better results within 2–4 

hours, depending on the method selected. In addition, 

artificial intelligence methods usually provide better 

results than statistical methods. 

An effective prediction technology devel-

oped by artificial intelligence community is Dy-

namic Probabilistic Graphical Models (DPGM). 

Many of the problems listed can be solved by using 

this method. Its main features are:  

(1) Represents a conditional dependency between 

variables.  

(2) This is a kind of reasoning technology with un-

certain process and environment.  

(3) It can represent the structure and parameters of 

expert knowledge. 

(4) It represents the result in the form of probability 

distribution, not in the form of point value. 

(5) Because MGPDs has the ability to express con-

ditional independence, it implicitly excludes irrele-

vant variables. 

Despite these characteristics, in order to support 

the assumption that this technology can achieve good 

results, different models must be established and 

evaluated. The main DPGMs are Bayesian networks 

and Markov networks. 

In this paper, Bayesian Dynamic Network 

(BDN) is used to predict wind speed and direction, 

as described below. BDN links wind speed and di-

rection with ambient temperature, relative humidity 

and solar radiation to predict the probability of wind 

speed and direction in the future. Then, the power 

generated by the power characteristic curve of the 

wind turbine is mapped. Then it briefly introduces 

the method of predicting wind power generation. 

3. Bayesian networks and Dynamic

Bayesian Networks 

The problem of wind power generation is the 

variability of its power fluctuation and availability. I 

mean, it’s an uncertain question. Among the ideal ar-

tificial intelligence methods for dealing with uncer-

tain problems, Bayesian network (BN) has been 

proved to be practical in general practical applica-

tions, especially in alternative energy[14]. BN repre-

sents the dependent and independent relationship be-

tween process or system variables. They are based on 

Bayes’ theorem, which links the conditional proba-

bility of events or assumptions H of given evidence 

E and P (H|E) with the conditional probability h and 

P (H|E) of given evidence E, 

( ) ( )
( )

( )

P E H P H
P H E

P E
=

∣
∣ (2) 

BNs are AI methods because they allow the 

knowledge of certain processes to be represented in 

two ways. First, the network structure represents the 

dependence and independence between varia-

bles.Second, the parameters represent the quantita-

tive knowledge of the process. Parameters refer to 

the terms P (E|H) and P (H). The term P (E|h) is eas-

ily found in historical data, such as disease and 

symptoms, equipment failure and impact measure-

ment. Then P (H/E) is given by equation (2). 

Formally speaking, BN is a directed acyclic 
( , )G N E=

 , that allows the representation of 

knowledge in applications dealing with uncer-

tainty[12,15]. A N  node represents a set of 
 1 2, , , nX X X X= 

 random variables. The arcs E

in the structure represents the probabilistic relation-

ship between nodes. If 
( )iPa X

 is the parent node 

set 
*i

X
  of a node, the Bayesian network structure 

corresponds to the joint probability distribution of 

the application, as shown below: 

( ) ( )( )1 2

1

, , ,
n

n i i

i

P X X X P X Pa X
=

 = ∣ (3) 

Among ( )iPa X  them, it represents the parent

node of the variable node, which further means that for 

each variable in iX the network, BN, , iRB X when it 

has the information of the parent node, it is condition-

ally independent of the non child nodes in ( )iPa X  the

network. In summary, BN represents the dependency 

and independence between variables in the application. 

For dependencies, they are quantified in the form 

of the Conditional Probability Table (CPT) of the child 

node value, given the value of the parent node P (E|H). 

All TPCS and a priori probability vectors P (H) of child 
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nodes need to be provided. 

Once the process knowledge is captured in the 

analysis, the probabilistic inference process can be 

performed, that is, the evidence e is used to assign a 

value to the cone node, and the probability of some 

assumptions P (H|E = e) can be calculated. This is 

equivalent to calculating the marginal probability of 

the unknown variable, given the known variable P 

(X|e)). 

The BN described so far infers according to the 

information at a given time point and the evidence in 

the model. In other words, there is no time dependence. 

However, some applications, such as wind forecasting, 

want to establish conditional models between current 

and past meteorological variables to calculate future 

values. In order to consider weather factors in Bayesian 

prediction model, dynamic Bayesian network (RBD) is 

developed. 

In dynamic applications, the working universe is 

not only a variable, but also a time series variable that 

changes with time. Space now consists of 

 ( ) ( ) ( ) ( )

1 2, , ,t t t t

nX X X X=   a ( )t

iX  collection of iX

time t  variables. Then, the prediction ( )( )T t

i jP X X∣

problem T

iX becomes a time ,T i j variable. 

Obviously, the spatial combination of variables at 

different time points represents a very complex set. 

Therefore, the assumptions are as follows: 

(1) They are considered time intervals, or discrete 

1 time. Therefore, (0) (1) ( ), , ,t tX X X X y=   therefore.

( ) ( )
1

(0: ) ( 1) (0: )

0

T
T t t

t

P X P X X
−

+

=

= ∣  This means that some

values of the T future depend on all values of the past 

(0 : )T and present. 

(2) The system is Markovian. This 

( )(0) (1) (T), , ,P X X X = . ( )
1

( 1) ( )

0

T
t t

t

P
−

+

=

 X X∣ . In other 

words, the future has nothing to do with the past and 

the present. 

(3) The system is stationary. That’s ( )( 1) ( )t tP X X+∣ it. 

1 The symbols used are as follows. Bold capital letters represent 

variable sets, such as X. capital letters represent variables, such 

Everything’s t  is the same. This means that the state 

of the next process depends on the current state, just 

like in any part of the sample (every year, spring or win-

ter). 

The BDN creation program developed in this pro-

ject was inspired by the BDN proposal[1]. This mecha-

nism, as well as the assumption that the system is Mar-

kovian, allows the creation of a two-stage Bayesian 

Network ( )( 1) ( )t tP +
X X∣  to define t  anything in the 

process. This network is called a transition network. 

Figure 2 shows the network transformation learned in 

the case study. Each node represents the meteorological 

variables involved in the analysis, in which the left 

layer corresponds to the weather and t  the right layer 

corresponds 1t +  to the weather. Note that all varia-

bles depend on the previous time, and some variables, 

such as temperature (Temp_1), depend on the current 

value of solar radiation in addition to the previous Rel-

ative Humidity (RH) and Solar Radiation (SR). 

Under the third assumption, the system is such that 

the BND required for future unit time prediction is re-

alized by expanding the transition network at (N + 1) 

layer or stage. For example, if time data is used and 

needs to be predicted to 5 hours, BDN is formed by ex-

panding the transmission network to layer 6. Consider-

ing that the first layer corresponds to the input layer and 

each of the five layers contains a prediction for the next 

hour, it is considered to be six layers. Figure 3 shows 

the BDN results of wind forecast on the 5-hour horizon. 

To sum up, the learning process of 5-hour 

power prediction in this project is summarized as fol-

lows: 

(1) Divide the historical database into two 

groups. Data for training NBD and data for verifying 

NBD performance. Note that the data must be a time 

series, not just a set of records. 

(2) If the time base of the original data is less 

than the required time base, the average value is 

mapped to the variable value in the required step. 

(3) Use uniform division to discrete continuous 

values. 

as X. 
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(4) Copy training data in two columns of NAS, in-

cluding records in each row (x (T), X (T + 1)). The learn-

ing algorithm of Bayesian network is used to construct the 

transition network. In this project, the hugin package[16] 

was used to build the network in Figure 2. 

Figure 2. Experimental case study of network tran-

sition 

Figure 3. Dynamic Bayesian network results for 5-

hour prediction 

(5) Expand the transition network on the (N + 1) 

time slice to form the BND as shown in Figure 3. As 

mentioned earlier, for the horizon with N stages in 

the future, the (N + 1) layer is required. 

(6) The EM algorithm (Expectation-Maximiza-

tion)[17] is used to learn the model parameters corre-

sponding to the child node conditional probability 

matrix and the root node prior probability vector in 

Figure 3. 

The size of BND increases in layers according 

to the stages of the predicted horizon. However, this 

method is limited to the prediction of small stages in 

the future, because more than 10 or 12 stages will 

make the Bayesian model impractical due to the 

number of nodes in reasoning[18]. 

The reasoning in the model includes assigning 

values in the variable layer of time t and predicting 

the probability of the sixth layer in the network. The 

result is the posterior probability distribution of all 

variables including wind speed. 

4. Experiments and result

These experiments were conducted at INEEL 

regional wind energy technology center (CERT) in 

Ventosa, Oaxaca, Mexico. Its infrastructure is de-

signed to install up to 5 MW of wind power, which 

can be integrated with different capacities and mod-

els of wind turbines. 

CERT sells electricity produced by Japan’s 300 

kW KOMAI wind turbine, which was donated to 

INEEL by the global environment facility (GEF) 

through the United Nations Development Pro-

gramme (UNDP). 

The historical wind data and other meteorolog-

ical variables obtained from the center consist of 

time series marked with date and time, which lasted 

for more than two years. The information collected 

includes: Ambient temperature (Temp), Relative Hu-

midity (RH), Solar Radiation (SR), Wind Direction 

(DirV) and wind speed (VelV) at two different 

heights on the ground. Record the data every ten 

minutes. The data of 2012 and 2013 are used for 

training, and the data of January and February 2014 

are used to test our system. Preliminary results are 

presented in[19]. 

As mentioned above, the model is learned from 

the weather data of CERT from January 2012 to De-

cember 2013. The model is shown in Figure 3. The 

experiment was tested on the time data from January 

to February 2014. In order to evaluate the perfor-

mance of the prediction system according to specific 

weather conditions, experiments under charging cur-

rent conditions were carried out in a specific time. 

For example, we loaded the evidence at 0:00 (mid-

night) and compared it with the prognosis at 5:00. 

The experiment was conducted from 12:00 to 17:00 

(half a day). There are significant differences in solar 

radiation and temperature between the two periods. 
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The experiment was carried out by the follow-

ing methods: 

(1) Obtain historical data from the meteorolog-

ical record variables of a location, mainly including 

speed and wind direction.  

(2) The learning prediction model follows the 

method described in the previous section.  

(3) Use the historical test data of to learn BND 

feedback with value at a given time point. Through 

probability propagation, the future posterior proba-

bility distribution of N layer wind speed is obtained. 

This is achieved through the Hugin package or any 

other probabilistic model processing package.  

(5) Numerical calculation and comparison with 

the measured data file. This will be described in de-

tail below.  

(6) Difference calculation and prediction error 

estimation. 

Alternatively, RBD training (step 3) can use the 

current value to predict the next N hours (or stages) 

in some cases. It is worth mentioning that the predic-

tion error is calculated after n stages are completed. 

Figure 4 shows the wind speed forecast results 

in February. The vertical axis represents the wind 

speed (M/s). The horizontal axis represents an exam-

ple of the experiment, once every hour every day. 

The lines with “Measured” and “Estimated”  repre-

sent the measured and predicted wind speed do, re-

spectively. As shown in the figure, the predicted 

value is very close to the actual value in some times, 

while the difference is more significant in others. 

The deviation between the predicted value and 

the measured value is quantified by error.  The iner-

tial measurement error is calculated by the following 

formula: 

( )

( )
real foreast 

Inst 

max min

100
VelV VelV

E
V V

−
= 

−
 (4) 

Velocity real VelV  measurement and VelV predic-

tion are predictive. Instrument engineers use this mech-

anism when evaluating equipment. This value is di-

vided by the difference between the actual value and 

the predicted value by the full scale of the instrument. 

In this project, we assume 

max min25m / s, y 0m / sV V= = . 

Wind speed is a difficult variable to predict be-

cause of its uncertainty and natural volatility. The av-

erage error of 0–5 hours is 8.21%, and the average 

error of 12–17 hours is 5.76%. In Figure 4, the max-

imum error is more than 19%, while the minimum 

error is almost 0. Most errors are less than 5%. Alt-

hough this seems to be a huge error in somecase, the 

literature shows that a wind prediction system with 

this average error is promising[20]. 

The literature suggests that in addition to the 

measurement of single point prediction error, the un-

certainty of probability prediction should also be 

considered[5,21]. These references suggest the neces-

sity of calculating probabilistic models given numer-

ical weather prediction (NWP) models. Because our 

prediction mechanism is probabilistic, we get the 

probability distribution of wind speed under given 

weather conditions in the next 5 hours. To calculate 

the NWP, the expected value of the posterior proba-

bility vector was used, that is, Vest=sn V elViPi where 

V elVi is the central value of the interval i, and Pi is 

the probability of the interval. 

The uncertainty estimation of wind forecast is cal-

culated by Quantile mechanism[20]. The posterior prob-

ability distribution of a given wind speed, t k
P + where 

t   the current time is k   the current time and is the 

prediction range (the number of previous t kq

+  time

slices), [0,1]  and the quantile with parameters x is 

( )prob t kP x +  = defined as the given value.
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Figure 4. The experimental results of wind speed in 0-5 hours and 12-17 hours are predicted by partial plot. 

The lines marked “Measured” and “Estimated” represent actual and predicted values. Actual and predicted 

values are in M/s.

Figure 5 shows the results of the same experi-

ment as Figure 4 with the two quantiles of 20% and 

80%, forming a confidence interval with a probabil-

ity of 60%. The mechanism stipulates that the ex-

pected power generation of a given horizon is 1 to 

1.6 MW, with a probability of 60%. In order to com-

plete the evaluation of the experiment, Table 1 

shows the different error measurements of the above 

two experiments[21]. As we have observed, the exper-

iments carried out from 12 to 17 show small errors. 

On the other hand, another measure for calculating 

the error in the prediction problem is the average 

quadratic error (RMS), which is consistent with the 

average error of prediction, which is defined as (Os-

man, 2001): 
1

2
2

lnst 

1

1 n

i

rms E
n =

 
=  
 
 (5) 

Where lnst E  is the instrument error defined in 

equation 3. 

The errors reported in Table 1 are derived from 

the data of 30 cases of 0 hours (or 12 hours), i.e. 1 

month. In each experiment, the actual value was 

compared with the predicted value. Calculate the er-

ror using equations 3 and 5. A negative number in the 

first line indicates overestimation because the esti-

mated value is greater than the actual value. Table 1 

compares the predicted values of different indicators 

of the two experiments. Efforts during the day 

are better than efforts at night. 

In order to compare our prediction results with 

other traditional time series statistical methods, Ta-

ble 2 shows the results of these methods, which are 

obtained from a set of experience in the same scene 

and data set.

Table 1. Experimental result error 

Error type Experiment 0-5h Experiment 12–17 hours 

Percentage -4.4 -2.3 

Absolute percentage 8.21 5.67 

Minimum value 0.17 0.18 

Maximum 19.4 17.36 

Mean square error 9.84 7.28 
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Table 2. Experimental result error of traditional method 

AR model command Ma command Map Reach 

Human Re-

sources De-

partment 

44 0 0.235171 45 

Arms 12 30 0.271023 52.5 

Alima (a) 6 27 0.365057 27.5 

Alima (b) 6 27 0.280259 35 

(a) Average adjustment 

(b) Do not adjust the average 

The first column shows the experimental model. 

AR is a 44 order autoregressive model. ARMA is an 

autoregressive model of moving average (MA), with 

AR of order 12 and MA of order 30. The latter two 

models are the 6th and 27th order AR integrals of AR 

and MA, respectively[22]. The difference between the 

two methods is that in data preprocessing, the aver-

age value is subtracted from all values to predict time 

invariance (adjusted to the average value). The 

fourth and fifth columns are absolute error - half per-

centage point (MAPE) and directional accuracy 

(DA). MAPE and DA measure the accuracy of the 

model and predict the future accuracy respectively. 

Both indicators are expressed as percentages. Ideally, 

a good prediction model can obtain low map and 

high DA. MAPE and DA are calculated by compar-

ing the predicted value with the actual value. Figure 

6 shows the results of a short experiment using time 

series statistics. 

By qualitatively comparing the BND results 

(Figure 4) with the results of the time series method 

(Figure 6), it can be seen that the fact of using mul-

tiple variables rather than historical variables in the 

prediction represents a performance advantage. Fig-

ure 4 shows that the curve tracking between meas-

urement and prediction is larger than that in Figure 

6. 

Figure 5. The experimental results are 0–5 hours and 12–17 hours, with certain uncertainty. The area shown 

represents a 60% probability. Red indicates the measured speed and blue indicates the estimated speed. 
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Figure 6. ARMA and ARIMA methods are used to 

match the experimental results. The red line repre-

sents the actual value and the blue line represents 

the predicted value. Horizontal axis timing. 

5. Conclusions and future work

The prediction of wind power generation is an 

inevitable requirement for the expansion of clean 

power generation. Bayesian network is a technology 

used to deal with intelligent systems with uncertainty. 

This paper presents a new application of dynamic 

Bayesian network in wind power generation predic-

tion. The most important contribution of this paper is 

the development of dynamic models dedicated to 

short-term power forecasting and the methods of 

learning these models. The innovation of our BND 

lies in the corresponding relationship between the as-

sumption of prediction problem and the formation of 

BND structure, which corresponds to the BND clas-

sical structure proposed by Murphy[1]. 

A method of building wind prediction model us-

ing dynamic Bayesian network and multi-layer per-

ceptron is proposed[23]. The two prediction models 

are evaluated and compared to select the model with 

the highest performance. In the case of Bayesian 

model, it is recalibrated recursively to restore the ac-

curacy lost due to variable discretization. The nov-

elty of this method is that it compares two techniques 

with different property variables (discrete variables 

and continuous variables) and different strength. In 

this way, it can make better use of the power of ap-

proximate functions and methods to deal with uncer-

tainty. 

This paper introduces the development of the 

mathematical formula of dynamic Bayesian network. 

Preliminary results were published in Ibargüengoytia 
[19]. In addition, the construction method and theory 

of Bayesian network proposed by us are described in 

detail. This paper also describes the measurement er-

ror, and discusses the supplementary use of Bayesian 

model and artificial neural network. 

The experiment is carried out on the data of 

CERT and INEEL meteorological station in La Ven-

tosa, Oaxaca. The results show that artificial intelli-

gence is very helpful in solving the problem of re-

newable energy. Artificial intelligence provides 

learning and knowledge representation mechanism, 

which can be transformed into more effective prob-

lem solving methods. 

This research work is a preface to a broad theme. 

Future work in this area will focus on analyzing 

whether there is any place nearby that can provide 

useful information for improving prediction, that is, 

developing dynamic spatial models to improve pre-

diction performance. In addition, the condition that 

the prediction process is a Markovian process will be 

studied, and the consequences of this restriction 

will be analyzed. Finally, the time series will be re-

viewed to determine whether they are time series, 

and if not, a BND model will be defined for each 

stage. This method is compared with other nonlinear 

time series prediction models. 
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ABSTRACT 

Forecasts are an effective decision-making tool, mainly in the dairy industry, because they help improve herd 

management, save farm energy and optimize long-term capital investment. The application of artificial intelligence 

technology to predict milk yield is a subject of concern in the scientific community. However, defining a technology or 

model to predict the effective performance of these products in different environments is a challenging and complex 

activity, because none of them is accurate in all scenarios. This study compared the application of artificial intelligence 

technology in milk yield prediction in the literature, and applied analytic hierarchy process to select the most suitable 

artificial intelligence technology for milk yield prediction. Methods comprehensive analysis, investigation and 

experiment were used. The results show that the artificial intelligence technology based on artificial neural network is 

more suitable for the prediction of milk yield than decision tree and support vector machine. In the field of milk 

production, the most relevant selection criteria are identified as the ability of these technologies to process uncertain 

data and their ability to obtain accurate results in the best way. The analysis carried out supports the decision-making of 

milk production organization. 
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1. Introduction

Decisionmaking is an analytical process in which the best scheme 

is selected from multiple schemes in order to achieve a specific goal[1]. 

This activity is widely used in organizations because managers often 

need to make decisions on different issues[1,2]. The decision-making of 

milk production organization is a key factor to improve its production 

and economic indicators[3]. However, this process is sometimes carried 

out in the absence of information, which needs to improve its efficiency 

and accuracy[3]. 

Forecasting is a useful tool for decision-making in the dairy in-

dustry[4,5]. Accurate prediction of milk production can help improve the 

financial planning of milk producers and avoid economic losses[6-8]. In 

addition, it can improve cattle management, save farm energy and op-

timize long-term capital investment[4,5]. 

At present, different models are used to predict milk production[9]. 

These models are based on the application of mathematical, random 

time series, regression and computational algorithms based on artificial 

intelligence (AI) technology[9,10]. 
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The use of AI technology in agricultural and 

livestock activities is a growing phenomenon that 

helps to improve data processing and the profitabil-

ity of the sector’s business[10-12]. Artificial intelli-

gence techniques used in the literature to predict 

milk production include: 

(1) Artificial Neural Network based technology 

(ANN)[5,10,13-19]  

(2) Technology based on Support Vector Ma-

chine (SVM)[4,8,20] 

(3) Genetic Algorithm based technology 

(GA)[4,19,21] 

(4) Decision Tree based technology (DT)[8,22-24] 

These techniques exhibit appropriate behavior 

for prediction in different fields because they have 

no restrictions on processing a large number of data 

and input variables, and can identify, learn and ap-

proximate data characteristics by simulating the 

inherent and nonlinear relationships existing in the 

data[11,25,26]. In addition, they can obtain accurate 

results by saving time and computing resources[8]. 

Artificial intelligence technology enables the 

agricultural sector to solve specific problems and 

make effective predictions in an environment with 

specific characteristics and variables based on its 

analysis[28]. However, milk production is influ-

enced by various factors that hinder the prediction of 

milk production[4,9]. Climate change, livestock 

management, feeding, genetic and physiological 

characteristics and the incidence of diseases are 

some factors affecting milk production and complex 

prognosis[9]. Defining a model or technology to 

predict the effective performance of these products 

in different environments is a challenging and com-

plex activity, because accurate models or technolo-

gies are not required in all scenarios[5,17,28]. 

Determining the AI technology most suitable 

for milk yield prediction is a concern of the interna-

tional scientific community[8,25,29]. However, in the 

literature, there is no consensus on the best perfor-

mance of artificial intelligence technology in this 

process. In addition, the identified authors take their 

prediction accuracy as the basic standard for evalu-

ating the effectiveness of these technologies. This 

factor depends on the environmental factors (pre-

diction variables) for prediction, which may be in-

sufficient according to the characteristics of the de-

cision-making environment (time, available data and 

resources, interpretability and applicability). The 

diversity of algorithms applicable to each AI Based 

Prediction Technology identified in the literature 

complicates the use of statistical analysis as a 

method to determine the technology most suitable 

for these product predictions. 

Multi criteria decision making (MCDM) has 

proved satisfactory results in different application 

fields, especially when decisions need to be 

made between different alternatives according to 

different selection criteria or views[30]. Analytic hi-

erarchy process (AHP) is one of the most commonly 

used MCDM methods in the literature because of its 

relevance and practical application[31,32], which is 

mainly used in Agricultural Research on the selec-

tion of production mode of dairy farms[33]. Its main 

advantage lies in dealing with quantitative (infor-

mation and data obtained) and qualitative (views of 

decision makers and characteristics of decision en-

vironment) in the decision-making process[31,32,34]. 

The purpose of this study is to compare the 

application of artificial intelligence technology in 

milk yield prediction, and select the most suitable 

method for milk yield prediction by using analytic 

hierarchy process according to different selection 

criteria. 

1.1. Selective analytic hierarchy pro-

cess 

It provides effective mathematical support for 

the analysis of selection problems; it measures 

quantitative and qualitative standards through a 

common scale; it allows errors in the evaluation 

process to be verified based on the inconsistency 

index and allows the results to be supplemented by 

other mathematical optimization methods[35]. This 

study is divided into three basic parts: materials and 

methods or calculation methods. The part describes 

the scientific methods and methods used in the re-

search; The results and discussion section describes 

the main findings obtained in the application of AHP 

and its comparison with other studies related to the 

use of artificial intelligence technology for milk 

prediction; Finally, the conclusion is given. 



Comparison and Selection of Artificial Intelligence Technology in Predicting Milk Yield 

65 

2. Materials and methods or calcu-

lation method 

This study adopts the methods of comprehen-

sive analysis, investigation and experiment. The 

comprehensive analysis method allows the analysis 

and synthesis of literature related to the prediction 

and decision-making of the dairy industry. Through 

the questionnaire survey, the evaluation and judg-

ment of experts on the application of analytic hier-

archy process are obtained. A case study on the ap-

plication of analytic hierarchy process is carried 

out by experimental method, in order to select the 

most suitable artificial intelligence technology for 

milk yield prediction. The procedure proposed in its 

study[36]was adopted as the method of implementing 

AHP. Figure 1 depicts this process. 

Figure 1. Methodology for implementing AHP[36]. 

15 national experts with high professional level 

and experience in artificial intelligence (100% ex-

perts) and animal husbandry (80% experts) com-

pared the alternatives according to the selection cri-

teria. Experts are selected through curriculum 

analysis, taking into account their university degrees, 

scientific categories, academic publications, mastery 

of relevant topics and research experience. All ex-

perts are doctors of science, and 66.67% of the ex-

perts have more than 10 years of research experience. 

The experts consulted were from the following in-

stitutions: Gene company “Camilo Cienfuegos” (2 

experts), Universidad de Pinar del Río (2 experts), 

Provincial Meteorological Center of Pinar del Río (1 

expert), Havana Agricultural University (4 experts), 

Institute of Agricultural Engineering (4 experts) and 

Universidad de Camagüey (2 experts). 

The correct selection of experts is helpful to 

reduce the error and uncertainty in the process of 

scheme comparison. In order to prioritize op-

tions based on the selected comparison criteria and 

to improve the certainty of the process, the scale 

described in Table 1[37]was used. The scale allows a 

degree of certainty and homogeneity to determine 

the importance or preference of alternatives in the 

comparison matrix[36]. 

Table 1. The scale used to measure expert judg-

ment[37]. 
Numerical 

scale 
Speech scale Description of 

1 Equally important These two elements 

contribute equally to 

ownership or stand-

ards 

3 This factor is more 

important than an-

other factor. 

Judgment and experi-

ence tend to one factor 

rather than another 

5 Element is more 

important than an-

other element 

Previous judgments 

and experiences 

strongly favor one 

factor over another 

7 The importance of 

an element is strong 

relative to another 

element 

Element strong domi-

nation 

9 The importance of 

an element is ex-

treme relative to 

another element 

One element domi-

nates another by the 

highest possible order 

of magnitude 

2,4,6,8 Intermediate value between two adjacent 

judgments 

3. Results and discussion

3.1. Development hierarchy 

Figure 2 depicts the hierarchical analysis 

performed in this study. At the top of the hier-

archy are analysis objectives, comparison crite-

ria at the middle level and alternatives at the 

lower level.
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Figure 2. Hierarchy analysis. 

Source: self compiled. 

These criteria were selected based on a review of 

the literature on livestock forecasting: the pro-

cessing of uncertain data[4,16], the use of learning 

mechanisms[12], the combination of knowledge and 

data[12], the best accurate results[8,9,29], Gain verifia-

ble knowledge[12], easy to understand and inter-

pret[27]. 

The alternatives evaluated in this study consist of 

AI technologies identified in the references. Ac-

cording to[27], these algorithms are not listed as al-

ternative algorithms based on regression, because in 

recent years, they have only been used as compara-

tive methods in milk production management re-

search, indicating that the yield is lower than other 

AI technologies. The selected alternatives bring 

together different algorithms classified according to 

the following criteria[38]and[27]: 

1. ANN-based techniques: adaptive neuro fuzzy

inference system, symmetrical artificial neural

network, nonlinear autoregressive model with

external input, multilayer perceptron, back

propagation neural network, convolution neu-

ral network and long-term and short-term

memory network (LSTM).

2. SVM-based techniques: support vector regres-

sion. 

3. GA-based techniques: simple classical genetic

algorithm.

4. DT-based technology: random forest, statistical

decision tree, regression tree and classification.

3.2. Representation of judgment and 

construction of value matrix 

Through the questionnaire survey of the expert 

group, the expert group can make value judgments 

on the selection criteria and options. Seven n × n pair 

comparison matrices were prepared, and the experts 

evaluated the selection criteria and alternatives of 

assumptions based on these matrices. Table 2 shows 

the value matrix based on expert evaluation. 

In each matrix, the elements of row i = 1, 2,..., n 

are rated according to the proportional value de-

scribed in Table 1 relative to the elements of column 

j = 1, 2,..., n. This process is performed by aji = 1/K 

if the AIJ element of the comparison matrix A is k, 

and then aii = 1 for all diagonal elements because 

they are self-evaluated[37]. The geometric mean is 

used to synthesize the consensus judgment of ex-

perts because it provides sufficient accuracy in this 

process[36]. 
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Table 2. Consensus evaluation matrix 

a. Standard comparison matrix

Standard 1 Standard 2 Standard 3 Standard 4 Standard 5 Standard 6 

Standard 1 1 2 3 2 4 2 

Standard 2 1/2 1 5 1/3 1/3 1/3 

Standard 3 1/4 1/5 1 1/7 1/3 1/5 

Standard 4 1/2 3 7 1 5 2 

Standard 5 1/3 3 3 1/5 1 1/2 

Standard 6 1/2 3 5 1/2 2 1 

b. Comparison matrix 1 c. Standard 2 Comparison Matrix

ANN SVM GA DT ANN SVM GA DT 

ANN 1 3 8 3 ANN 1 6 9 8 

SVM 1/3 1 5 1/3 SVM 1/6 1 4 5 

GA 1/8 1/5 1 1/6 GA 1/9 1/4 1 2 

DT 1/3 3 6 1 DT 1/8 1/5 1/2 1 

d. Standard comparison matrix 3 e. Standard comparison matrix 4

ANN SVM GA DT ANN SVM GA DT 

ANN 1 2 5 2 ANN 1 1/2 4 5 

SVM 1/2 1 8 1/2 SVM 2 1 3 4 

GA 1/5 1/8 1 1/7 GA 1/4 1/3 1 1/2 

DT 1/2 2 7 1 DT 1/5 1/4 2 1 

f. Standard comparison matrix 5 .g. Standard comparison matrix 6 

ANN SVM GA DT ANN SVM GA DT 

ANN 1 3 8 2 ANN 1 1/2 1/6 1/7 

SVM 1/3 1 6 1/3 SVM 2 1 1/6 1/7 

GA 1/8 1/6 1 1/4 GA 6 6 1 1/3 

DT 1/2 3 4 1 DT 7 7 3 1 

3.3. Manufacture of standardized 

mould 

To standardize the comparison matrix, divide 

the elements of each comparison matrix by the sum 

of the values in the corresponding column. The pri-

ority vector is calculated by averaging each row of 

the normalization matrix. Table 3 shows the nor-

malization matrix and its respective priority vectors. 

The priority vector represents the preference of 

the alternative relative to the standard under con-

sideration. The results in Table 3a show that the 

ability to process uncertain data and obtain the best 

accurate results are the most relevant criteria for 

selecting the AI technology most suitable for milk 
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production prediction. According to these standards, 

it is found that artificial neural network is more ef-

fective in dealing with uncertain data (Table 3b), 

support vector machine obtains accurate results 

while saving time and computing resources, fol-

lowed by artificial neural network (Table 3e). In 

addition, there is evidence that DTS is an artificial 

intelligence technology that provides a better un-

derstanding and interpretation of its functions in the 

prediction process (Table 3g). 

Table 3.Normalization matrix and its priority vector 
a. Standardization matrix and priority vector comparison standard

Standard 1 Standard 2 Standard 3 Standard 4 Standard 5 Standard 6 Priority vector 

Standard 1 0.32 0.16 0.13 0.48 0.32 0.33 0.29 

Standard 2 0.16 0.08 0.208 0.08 0.03 0.06 0.10 

Standard 3 0.08 0.02 0.04 0.03 0.03 0.03 0.04 

Standard 4 0.16 0.25 0.29 0.24 0.39 0.33 0.28 

Standard 5 0.11 0.25 0.13 0.05 0.08 0.08 0.11 

Standard 6 0.16 0.25 0.21 0.12 0.16 0.17 0.18 

Total 1 1 1 1 1 1 1 

b. Normalized matrix and priority vector of standard 1 c. Normalized matrix and priority vector of standard 2

ANN SVM GA DT Priority vector ANN SVM GA DT Priority vector 

ANN 0.558 0.417 0.400 0.667 0.51 ANN 0.713 0.805 0.621 0.500 0.66 

SVMe 0.186 0.139 0.250 0.074 0.16 SVM 0.119 0.134 0.276 0.313 0.21 

GA 0.070 0.028 0.050 0.037 0.05 GA 0.079 0.034 0.069 0.125 0.08 

DT 0.186 0.417 0.300 0.222 0.28 DT 0.089 0.027 0.034 0.063 0.05 

Total 1 1 1 1 1 Total 1 1 1 1 1 

d. Normalized matrix and priority vector of standard 3 e. Normalized matrix and priority vector of standard 4

ANN SVM GA DT 
Priority 

vector 
ANN SVM GA DT 

Priority 

vector 

ANN 0.455 0.390 0.238 0.549 0.41 ANN 0.290 0.240 0.400 0.476 0.35 

SVM 0.227 0.195 0.381 0.137 0.24 SVM 0.580 0.480 0.300 0.381 0.44 

GA 0.091 0.024 0.048 0.039 0.05 GA 0.072 0.160 0.100 0.048 0.10 

DT 0.227 0.390 0.333 0.275 0.31 DT 0.058 0.120 0.200 0.095 0.12 

Total 1 1 1 1 1 Total 1 1 1 1 1 

f. Standardized matrix and vector priority criterion 5 g. Normalized matrix and priority vector 6

ANN SVM GA DT 
Priority 

vector 
ANN SVM GA DT 

Priority 

vector 

ANN 0.511 0.419 0.421 0.558 0.48 ANN 0.063 0.034 0.038 0.088 0.06 

SVM 0.170 0.140 0.316 0.093 0.18 SVM 0.125 0.069 0.038 0.088 0.08 

GA 0.064 0.023 0.053 0.070 0.05 GA 0.375 0.414 0.231 0.206 0.31 

DT 0.255 0.419 0.211 0.279 0.29 DT 0.438 0.483 0.692 0.618 0.56 

Total 1 1 1 1 1 Total 1 1 1 1 1 

Table 4. Priority matrix 

Standard 1 
Standard 

2 

Standard 

3 

Standard 

4 

Standard 

5 

Standard 

6 

Priority 

vector 

ANN 0.51 0.66 0.41 0.35 0.48 0.06 0.39 

SVM 0.16 0.21 0.24 0.44 0.18 0.08 0.23 

GA 0.05 0.08 0.05 0.10 0.05 0.31 0.11 

DT 0.28 0.05 0.31 0.12 0.29 0.56 0.26 

3.4. Calculation of global priority and 

consistency relation vector 

According to the standards listed in Tables 3b, 

3c, 3d, 3e, 3f and 3g respectively, a priority matrix is 

established, which contains the priority vector of the 

alternative and is used to calculate the global priority 

vector of the alternative. Table 4 shows the con-

structed priority matrix and the global priority vector 

of alternatives. 

The overall priority vector of alternatives rep-

resents their preference level and constitutes a solu-

tion judged by experts[36]. In order to determine its 

value, the standard priority vector obtained in Table 
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3a is multiplied by the priority matrix listed in Table 

4. The global priority vector shows that the tech-

nology based on artificial neural network and deci-

sion tree constitutes an artificial intelligence tech-

nology with better fitting for milk yield prediction 

with preference index of 0.39 and 0.26 respectively. 

In order to verify the results of this study, we 

calculated the consistency ratio of each comparison 

matrix. RC represents the reasonableness of the 

judgment used in the comparison matrix and is cal-

culated by dividing the consistency index (CI) by the 

random consistency index (RI)[36]. Formulas 1 and 2 

illustrate how to determine the size of these indexes 

respectively. 

max
IC

1

n

n

 −
=

− (1)

1.98( 2)
IA

n

n

−
=

(2)

Where 

n: compare the number of elements in the ma-

trix to be evaluated. 

λmax: the average value of vector elements, 

which is obtained by multiplying the comparison 

matrix by its respective priority vector and the 

product of the latter. 

According to Saaty[39] , if RC < 0.10, the degree 

of inconsistency in judgment is acceptable, other-

wise experts must reassess their evaluation. Table 5 

shows the RC values of the comparison matrix. 

Table 5. Consistency relationship of comparison 

matrix 
Matrix comparison Reinforced 

concreteComparison standard 0.091 

Uncertain data processing 0.067 

Ability to use learning mechanism 0.079 

Ability to combine knowledge and data 0.078 

Get accurate results in the best way 0.079 

Gain verifiable knowledge 0.075 

Easy to understand and explain 0.060 

The results in Table 5 show that the degree of incon-

sistency in peer comparison is acceptable, which indi-

cates that there is no contradiction in the judgment of 

experts. 

4. Result analysis

The RC index described in Table 5 can infer 

that the execution of the expert judgment process is 

correct. The results show that the artificial intelli-

gence technology based on artificial neural network 

is more suitable for predicting milk yield with 39% 

preference level than the technology based on deci-

sion tree and support vector machine (26% and 23% 

respectively). 

In their analysis[29], they found that NARX ar-

tificial neural network can improve the accuracy of 

milk yield prediction better than the model based on 

multiple linear regression and static artificial neural 

network technology. The author[38]determined that 

the most used artificial intelligence technologies in 

animal husbandry production related research during 

2004–2018 were support vector machine and artifi-

cial neural network. In their study[8], they compared 

the performance of three prediction models to pre-

dict the milk yield of Holstein Frisian varieties using 

neural network, support vector machine and random 

forest techniques, respectively. The experimental 

results show that the model based on support vector 

machine has high accuracy and computational 

complexity. According to[19], using GA in LSTM 

network can obtain more accurate milk yield pre-

diction than the model based on ANN-LSTM only[27]. 

A retrospective study of dairy farm management 

from 2010 to 2020 shows that artificial neural net-

work and DT are the best performing artificial in-

telligence technologies in this field. Consistent with 

the research results of Slob, Catal and Kassahun[26], 

this study shows that the artificial intelligence 

technology based on artificial neural network and 

DT provides the best performance for predicting 

milk yield respectively. 

5. Conclusion

With the application of analytic hierarchy pro-

cess, the technology based on artificial neural net-

work is considered to be the most suitable technol-

ogy for milk yield prediction, which is better than the 

technology based on decision tree and support vector 

machine. In addition, there is evidence that the abil-

ity to process uncertain data and obtain accurate 

results in the best way are the most relevant selection 
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criteria for evaluating AI technologies applied to 

milk yield prediction. 

This study is helpful to the decision-making of 

milk production organization and the development 

of prediction model of dairy industry. Future work 

can be used to evaluate the performance of different 

types of artificial neural networks in predicting milk 

yield and determine the correlation between their 

characteristics and their efficiency as a prediction 

tool. 
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ABSTRACT 

Objective: to establish an automatic colonoscopy method based on artificial intelligence. Methods: a public 

database established by a university hospital was used, including colorectal fat and data collection. Initially, all frames 

in the video are normalized to reduce the high variability between databases. Then, the convolution neural network is 

used for full depth learning to complete the detection task of polyps. The network starts with the weights learned from 

millions of natural images in the ImageNet database. According to the fine-tuning technology, the colonoscopy image is 

used to update the network weight. Finally, the detection of polyps is performed by assigning the probability of 

containing Po  ́ lipo to each table and determining the threshold defined when polyps appears in the table. Results: 1875 

cases were collected from 5 public databases and databases established by university hospitals, with a total of 123046 

forms. The method was trained and evaluated. Comparing the results with the scores of different colonoscopy experts, 

the accuracy was 0.77, the sensitivity was 0.89, the specificity was 0.71, and the ROC curve (re ceiver operation 

characteristics) was 0.87. Conclusion: compared with experienced gastrointestinal markers, this method overcomes the 

high variability of different types of lesions and different colonic light conditions (handle, folding or contraction), has 

very high sensitivity, and can reduce human errors, which is one of the main factors leading to the non detection or 

leakage of Po lipids in colonoscopy. 
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ARTICLE INFO 

Received: Sep 28, 2021 

Accepted: Nov 16, 2021 

Available online: Nov 20, 2021 

*CORRESPONDING AUTHOR

Diego Fernando Cano-Rosales 

dfcanor@unal.edu.co; 

CITATION 

Gomez-Zuleta MA, Cano-Rosales DF, Bra-

vo-Higuera DF, et al. Application of artificial 

intelligence technology in automatic detec-

tion of large Intestine Polyps. Journal of 

Autonomous Intelligence 2021; 4(2): 72-81. 

doi: 10.32629/jai.v4i2.503 

COPYRIGHT 

Copyright © 2021 by author(s) and Frontier 

Scientific Publishing. This work is licensed 

under the Creative Commons Attribu-

tion-NonCommercial 4.0 International Li-

cense (CC BY-NC 4.0).  

1. Introductory

Colorectal cancer is the third largest cancer in the world and the 

second leading cause of cancer death. In Colombia, it is the fourth most 

common tumor in men and women, with a higher incidence that in-

crease every year[1,2]. Many studies have concluded that screening for 

RCC is cost-effective in people at moderate risk (people without family 

history and susceptibility History). It is well known that age (≥50 years), 

eating habits and smoking are risk factors for increasing the incidence of 

this disease. In the general population, the risk is 5%–6%, and the in-

cidence rises sharply from the age of 50. Therefore, people aged 50 or 

over are considered to be at medium risk, and the screening scheme 

should be started[3,4]. 

As for the survival rate of RCC patients, it is directly related to the 

severity of the disease at the time of diagnosis. Individuals diagnosed 

with advanced stage had a survival rate of 7% within 5 years, while 

mailto:dfcanor@unal.edu.co
https://creativecommons.org/licenses/by-nc/4.0/
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92%[5] of patients with early RCC were reported; 

Therefore, early detection of tumors, or more pre-

cisely, detection of adenomatous (precancerous) 

polyps, so as to prevent disease, is of great signifi-

cance. It is well known that using existing screening 

techniques (occult blood, colonoscopy), RCC can be 

highly prevented in more than 90% of cases. 

Many studies have shown that colonoscopy is 

the first choice for the prevention and early detection 

of RCC because, as mentioned above, it can detect 

the main sources of RCC, such as adenomatous 

polyps[6-9]. 

In addition to early detection of cancer, if 

timely treatment is completely curable, polyp detec-

tion is a quality indicator of colonoscopy, and 20% 

of women and 30% of men are considered to be an 

indicator of adenomatous polyps (with high cancer 

risk) during the examination; This means that an 

average of 25% of colonoscopy should find adeno-

matous polyps. Unfortunately, different studies re-

port that about 26% of polyps are not found during 

colonoscopy, which is a very high error rate, which 

is mainly explained by two factors: the number 

of blind spots in colonoscopy (lipid behind folds, 

colon stalk, preparation, etc.) And human errors 

related to surgery[10-12]. A lot of work has been done 

to try to solve these two factors to reduce the rate of 

fat loss, which is why people have designed some 

accessories to enable the fat hidden behind the folds 

to be identified, such as hats, cuffs, and even a micro 

endoscope called the “third eye”, which tries to 

flatten the folds or see the back of the folds. In ad-

dition, it has recently been considered that the fac-

tors related to human errors can be mitigated at 

least by introducing a second reader (computers). In 

this case, technology and artificial intelligence begin 

to display results, which can significantly improve 

the detection rate of polyps and allow the number of 

undetected polyps in gastrointestinal units to be re-

duced. 

Developing computational strategies for pattern 

extraction and automatic detection of colorectal fat 

in colonoscopy video is a very complex problem. 

The video of colonoscopy is recorded in a large 

number of noise sources, which are easy to cover up 

the lesions; For example, the gloss on the intestinal 

wall caused by reflective light source or specular 

reflection, the movement of organs and intestinal 

secretions blocking the field of view of colonoscopy, 

and expert exper

ience affecting the smoothness of colon scanning. At 

present, some strategies have solved this challenge 

as a classification task and used machine learning 

technology. 

On the one hand, some authors try to screen 

liposome candidates from low-level characteristics. 

Bernal et al.[13] proposed an appearance model of 

polyps, which describes the polyps valleys as a con-

tinuous and concave boundaries. This feature is used 

to train the classifier, which obtains a polyps detec-

tion sensitivity of 0.89 in a test set (test). Shin et al.[14] 

proposed a block by block classification strategy, 

using the combination of shape and color features to 

obtain a sensitivity of 0.86. On the other hand, some 

studies use deep convolutional neural network 

(CNN), which is a set of rhythms gathered at the end 

of deep learning. Urban et al.[15] proposed a convo-

lution network for real-time detection of liposomes 

of different sizes, with a sensitivity of 0.95. However, 

Taha and cola borators[16] analyzed some limitations 

of these works, one of which is that these works 

require a lot of data for training. In addition, these 

databases are obtained under specific climatic con-

ditions; In particular, imaging equipment, scanning 

protocols executed by experts and the extraction of 

sequences vulnerable to visual damage. Although 

some progress has been made, there is still a chal-

lenge to develop generalizable models to accurately 

detect lesions, regardless of the type of injury, the 

form of expert scanning or the colonoscopy unit 

used. 

The main purpose of this study is to establish a 

strategy for automatically detecting colorectal 

polyps. It is suggested to construct a second reader to 

support the colon scanning process and reduce the 

number of undetected lesions in the process of settler 

replication. This paper presents an automatic classi-

fication strategy of polyps in colonoscopy video 

sequence. This study is based on a rhythmic in-depth 

learning and evaluates the different architectures of 

convolutional networks. The tissue structure of this 

paper is as follows: firstly, the automatic detection 
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method of polyps is introduced; then, it describes the 

policy considerations surrounding this work; then, 

the experimental configuration is displayed together 

with all test results and compared with expert notes; 

then it introduces the discussion of this paper; Fi-

nally, the conclusion is drawn and the future work is 

put forward. 

2. Methodology

Figure 1. Method for automatic detection of polyps. First, it integrates an annotated colonoscopy video da-

tabase (A). Each of these tables is preprocessed (B) to feed back some CNN based models (C). This model is 

fine tuned and trained with the preset weights of millions of natural genes (D). In the trained network, the test 

database (F) was used to evaluate its performance in detecting polyps(H), and the results were compared with 

expert note (G). 

This paper introduces a deep learning method 

that simulates the high variability in the process of 

colonoscopy. This method aims to automatically 

detect the lipids in the process of colonoscopy. This 

task is divided into two stages: training and classi-

fication. Firstly, frame-by-frame preprocessing is 

performed, common to both stages the two eta-pas 

are preprocessed table by table and generally. Then, 

convolutional neural networks were trained using a 

large number of colonoscopy images annotated by 

colonoscopy experts (with about 20 years of expe-

rience and 50 thousand000 colonoscopy examina-

tions), which were divided into two categories: 

negative class or without polyps Po ́ lipo, positive 

class or with polypsPo ́ lipo. The model obtained 

from the learning process is used to classify new 

genes (or not used in the naming process) into one of 

these two categories. The process of this work is 

shown in Figure 1, as follows. 

3. Acquisition protocol and prepro-

cessing 

In order to reduce the influence of various noise 

sources on different colonoscopy acquisition pro-

cesses and colorectal physiological conditions, it is 

necessary to preprocess the video frame by frame. 

Firstly, each frame is normalized with an average 

value of 0 and a standard deviation(SD) of 1, so that 

the features extracted between frames are compara-

ble. Then, capture presents different spatial resolu-

tions according to different shooting devices, so each 

frame is scaled to 300 x 300 pixels so that each frame 

has the same capture grid. 

4. CNN architecture

The main unit of these structures is neurons, 

which provide output as a function of input. The 

arrangement of neurons forms a layer or block, and 

the network is composed of multiple basic blocks. 

These basic blocks are arranged in the following 
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order: multiple pairs of layers with volume (Figure. 

1C, blue table) and clustering layers (Figure. 1C, 

yellow table), which provide the feature vector of the 

image, Then there is a set of fully connected layers 

(Figure 1C, green circles), which is used to calculate 

the probability that a set of features belong to a cer-

tain class, and ends with the activation layer (Figure 

1C,red circles). In the activation layer, the obtained 

probability is normalized and the required binary 

classification is obtained. The functions of 

these blocks are: 

⚫ Convolution layers: recognize the local fea-

tures in the whole image, such as the pattern of 

shape, edge and texture, which is very im-

portant to describe the image. This layer con-

nects a subset of adjacent pixels of an image or 

neuron to all nodes of the first convolution 

layer. One of the convolution layers or cores is 

distinguished by the specific weight of each 

node; by operating on a specific area of the 

image, it provides a feature map of the area. 

⚫ Pooling layers: reduce the computational com-

plexity, so as to reduce the amount of features 

in the convolution layer, and obtain the hierar-

chical set of image feature mapping. 

⚫ Fully-connected layers: This layer connects 

each of the neurons in the previous layer to 

each of the neurons in the next layer. The pre-

vious layer is a flat or vector representation of 

the obtained feature maps. The number of 

neurons in the next layer is determined by the 

number of classes that are required to be clas-

sified. Finally, the fully connected layer pro-

vides a vote 

⚫ Activation function: normalizes the probabili-

ties obtained from the completely connected 

layers according to a specific function, in 

which a probability of 0 to 1 is obtained.  

A particular architecture is made up of an array 

of modules that contain different configurations and 

orders of the fundamental blocks explained above, 

and the result obtained by each neuron is known as 

a gradient. Three architectures highly evaluated and 

validated in the state of the art were used in this 

work: InceptionV3, Vgg16 and ResNet50. Next, we 

describe each one of them. 

⚫ Inception V3: composed of 48 floors, 24 mil-

lion feet. To a large extent, these layers are di-

vided into 11 levels, and the features of multi-

ple levels are extracted on these levels. Each 

module consists of a given convolution and 

grouping layer structure, which is rectified by 

linear rectifier unit (ReLu) function. It ends 

with an activation function called exponential 

normalization (softmax)[17]. 

⚫ Vgg16: 16 floors in total, 138,000 meters. 13 

layers are convoluted, one layer is clustered (in 

some cases), the two layers are completely 

connected, and finally the normalized expo-

nential activation function. This structure is 

famous for using a small filter of size 3 x 3 on 

the convolution layer. It has lower computa-

tional costs than most architectures[18]. 

⚫ RESNET 50: composed of 50 floors, 26 mil-

lion feet. This structure is constructed under 

the concept of residual network. Obviously, in 

such a very deep area, the gradient of propaga-

tion will disappear in the last layer. To verify 

this, some layers are trained using the gradient 

residuals obtained at this point and the gradi-

ents at the previous two positions. This struc-

ture ends with a standardized exponential acti-

vation function[19]. 

5. Fine tuning training

The high performance of classification mainly 

depends on the number of IMA genes and how to 

start training the weight of CNN. Colonoscopy has 

about 12,000 frames per video, so the availability of 

databases with IMA gene annotation is limited. Then, 

the limited data is used for training, and the network 

weight is started randomly as usual, resulting in the 

failure of the training process. In order to avoid this 

uncertainty, we use the weights of the same type of 

networks (transfer learning), which have previous-

ly been trained for another natural gene classifica-

tion problem, and the database contains a large 

number of unprocessed genes. The reason for this is 

that even if natural genes and genes in colonoscopy 

are different, their statistical structures are similar, 
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and they are composed of original genes represent-

ing objects. In this case, networks trained to recog-

nize objects in natural genes are used as the initial 

conditions for training these networks to recognize 

polyps. 

The use of these weights is achieved through a 

process called fine tuning. For this purpose, the 

whole pre focus network is removed and the last 

fully connected layer is removed. This layer is re-

placed by a new layer, which has the same number of 

neurons as the number of classes in the classification 

task (polyp-on polyp) and starts from the weight of 

the pretained network. Then, the last layer is trained 

first, and then the weights of the other layers of the 

network are updated in the iterative process; this 

approach is known as backpropagation. Each itera-

tion of this training is carried out using a certain 

number of samples or batches of the training images. 

At the end of this process, all sample sets of the 

network are trained, which is called the training 

epoch. Determine the number of epochs according to 

the complexity of the samples to be classified. Fi-

nally, when the probability of a training image is 

high and consistent with the labeled label, the 

training reaches a climax. 

6. Polyp detection

Using the trained network model, it is applica-

ble to a set of evaluation videos, in which a label is 

classified and assigned: (1) Tables with and (0) 

without the presence of polyps. However, there are 

also some surfaces with structures similar to fat, 

such as burrs produced by intestinal fluids. In these 

tables, the model shows a classification error and 

regards this table as a lesson. By temporarily ana-

lyzing these errors, it is worth noting that they are 

displayed as outliers (3 to 10 frames) in a small 

window of time (60 frames or 2 seconds). Therefore, 

the classification conducted by the network is tem-

porarily filtered, and it is determined that if at least 

50% of the 60 consecutive tables are classified 

without polyps, the remaining four tables are filtered 

and assigned a new label, such as the table without 

polyps. Finally, a polyp is detected when the pro-

posed method classifies an image as a box with a 

polyp present or a positive class. 

7. Data base

The database construction in this study was 

designed to capture the maximum variability of co-

lonoscopy pretreatment. In order to train and evalu-

ate the proposed method, we collected sequences 

from different gastrointestinal centers, which con-

tain different types of polymorphic and non poly-

morphic lesions (morphology and colon location), 

scanning and capture devices of different experts. 

The following are the details of these databases. 

7.1. ASU Mayo clinical colonoscopy 

video database 

The equipment was built in the gastroenterol-

ogy department of Mayo Clinic in Arizona. It con-

sists of 20 colonoscopy sequences, which are di-

vided into 10 sequences with polyps and 10 

sequences without polyps. These notes were per-

formed by gastroenterology students and verified by 

experts. This collection is widely used in the latest 

technology and serves as a database for the “2015 

ISBI Grand Challenge on Automatic Polyp Detec-

tion in Colonoscopy Videos”[20]. 

7.2. CVC-ColonDB 

It consists of short sequences of 15 different 

lesions, with a total of 300 frames. This set of lesions 

is highly variable and difficult to detect because they 

are very similar to healthy areas. Each painting has 

an expert gastrointestinal sign. The church was built 

at the Clinical Hospital of Barcelona, Spain[13]. 

7.3. CVC-ClinicDB 

It consists of 29 short sequences with different 

injuries that bring together 612 frames annotated by 

an expert. This database was used by the MICCAI 

2015 Sub-Challenge on Automatic event training set 

Polyp Detection Challenge in Colonoscopy Videos. 

This collection was built at the Clinical Hospital of 

Barcelona, Spain[21]. 

7.4. ETISLarib Polyp DB 
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It has 196 images, and each gene has an expert 

annotation. The database is used for the test set of 

MICCAI 2015 Sub-Challenge on Automatic Polyp 

Detection Challenge in Colonoscopy Videos[22]. 

7.5. Kvasir dataset 

It is a database that was collected using endo-

scopic equipment at Vestre Viken Health Trust (VV), 

in Norway. The images are annotated by one or more 

medical experts from VV and the Norwegian Cancer 

Registry (CRN). The data set consists of the images 

with different resolution from 720 x 576 up to 1920 x 

1072 pixels[20]. 

7.6. HU-DB 

This collection was built at the University 

Hospital of Bogota. There are 253 colonoscopy 

videos, a total of 233 lesions. Each frame was rec-

orded by a colonoscopy expert who had about 20 

years of experience and performed 50,000 colon-

oscopies. 

Each video is shot at 30 frames per second with 

spatial resolutions of 895 x 718, 574 x 480 and 583 x 

457. A total of 1875 cases, 48,573 cases of polyps 

and 74,548 cases without polyps were integrated into 

the case database. Each frame of these videos was 

rated positive by experts. If there is fat, it is positive. 

If there is no fat, it is negative. Table 1 summarizes 

the number of videos and tables for each database 

used in this study. 

Table 1. Describe the number of colonoscopy videos 

or cases and video frames in each database used in 

this study* 
Data base Video only Surface 

polyp Polyp 

free 

polyp Polyp 

free 

ASU-Mayo 10 10 4683 13,481 

CVC-ClinicDB 29 0 612 0 

CVC-ColonDB 15 0 379 0 

ETIS 28 0 196 0 

Kvasir 1000 500 1000 500 

HU 233 50 41,70

3

60,567 

Total 1315 560 48,57

3

74,548 

*Merging multiple databases to train and evaluate

the proposed method can cover a wide range of 

damage variability. 

8. Policy considerations

This work is carried out in accordance with 

resolution °008430 of 1993, which sets out the sci-

entific, technical and administrative standards for 

human research (article 11). The project is classified 

as the least risky research because it only needs to 

use digital genes, which are generated from anon-

ymously copied colonoscopies videos; in other 

words, there is no way to know the name or identity 

of the research object. 

9. Result

The CNN used in this article includes Incep-

tionV3, Rresnet50 and Vgg16. The labels assigned 

to each network were compared with the notes re-

assigned by experts in each table. The following 

experimental configuration and evaluation methods 

are applied to each of the architecture. 

9.1. Experimental configuration 

CNN previously was trained with images from 

the public ImageNet database, which contains about 

14 million natural images. The resulting weights are 

used to start a new colonoscopy numerical training 

process by fine-tuning method. All this updated the 

weights and trained the network with the settler 

replica database. The weight update is carried out in 

the whole training set, with only 120 epochs. Each 

epoch will train the model through a batch of 32 

frames until it covers all frames. For each network, 

the decision threshold is set manually to maintain 

a balance in the classification or unpacking of the 

two categories. The training program is that 70% of 

the database is used for training and 30% of the da-

tabase is used to verify the number of cases; In other 

words, the data is separated from the beginning, and 

the training, verification and test data are never 

mixed. A total of 213 cases (24,668 frames) of 

polyps and 36 videos (27,534 frames) were trained 

and verified. The evaluation was performed with 103 

videos (23,831 frames) and 25 videos (47,013 

frames). The details of this set are shown in Table 2. 

9.2. Quantitative evaluation 
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The proposed method automatically detects 

polyps in colonoscopy video; this task is as binary 

classification problem. This method sets a label for 

each frame as either a negative class (a frame that 

does not contain polyps) or a positive class (a frame 

that contains polyps). In order to evaluate the per-

formance of this work, it compares the estimated or 

predicted tags with the tags annotated by experts. 

This comparison allows the calculation of the con-

fusion matrix, which includes the following: 

⚫ True-positives (TP): the number of frames that 

the model correctly classifies as positive clas-

ses. 

⚫ True-negatives (TN): the number of frames 

that the model correctly classifies as negative 

classes. 

⚫ False-positives (FP): the number of frames in-

correctly classified as positive classes by the 

model. 

⚫ False-negatives (FN): the number of frames 

that the model incorrectly classifies as negative 

classes. 

Using the fuzzy matrix, four classification 

methods are selected and calculated. These methods 

evaluate the classification results of the tables with 

(positive class) and without (negative class) polyp, 

as well as the overall prediction ability of the two 

categories: 

⚫ Sensitivity measures the proportion of the corre-

sponding classification table containing Po lipids. 

⚫ The proportion of lipid containing specificity is 

not calculated correctly. 

⚫ The accuracy shows the prediction ability of me 

all for polyp image classification. 

Accuracy is the ratio of correctly classified tables, 

depending on the total number of these tables. 

The results obtained are given by each of the 

deep learning architecture explained in section of 

methodology. The results of each of the architecture 

are shown in Table 3. 

Table 2. Describe the number of sequences and 

frames selected from each database to evaluate the 

proposed performance or method* 
Data base Video only Surface 

Polyp Polyp free Polyp Polyp 

free 

ASU-Mayo 5 2 2124 2553 

CVC-ClinicD

B

9 0 191 0 

CVC-ColonD

B

4 0 145 0 

ETIS 7 0 45 0 

HU 78 23 21,32

6

44,460 

Total 103 25 23 

831

47 013 

*This accounts for about 30% of the total number of

databases. 

Table 3. Results of all proposals* 
Metric InceptionV3 Resnet50 Vgg16 

Accuracy 0.81 0.77 0.73 

Sensitivity 0.82 0.89 0.81 

Specificity 0.81 0.71 0.70 

Precision 0.67 0.59 0.56 

F1 score 0.74 0.71 0.66 

ROC 

(area under 

the curve) 

0.85 0.87 0.81 

*The architecture in the evaluation is specified in the

column and each method used is specified in the row. 

On the one hand, although most of these ar-

chitectures show excellent performance in classifi-

cation tasks, Resnet50 architecture has the best 

performance because I have well detected positive 

classes or frames of polyp and obtained a sensitivity 

of 0.89. On the other hand, the structure of Incep-

tionV3 is the best structure for detecting negative 

class or frames without polyps, with a specificity of 

0.81. In order to evaluate the performance of these 

architectures in detail, ROC (receiver operating 

characteristic) curves were constructed by each ar-

chitecture. In this representation, we try to analyze 

the model and divide images into specificity and 

sensitivity by changing the decision threshold ac-

cording to the probability provided by the model. As 

shown in Figure 2, the Resnet50 architecture 

can better separate classes without considering the 

decision threshold. This shows that the architecture 

can better summarize the variability within and be-

tween classes. 
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10. Conclusion

The detection of adenomatous polyps is the

main quality index of colonoscopy, because it is a 

key index for screening and prevention of CCR. In 

many countries, the quality of gastrointestinal 

markers is measured by the amount of these polyps, 

which can be detected in all colonoscopy examina-

tions. The average rotation of experts is about 

25%, but for inexperienced gastrointestinal markers, 

it may be as low as 10%, which leads to the latter 

escaping more adenoma. 

Figure 2. ROC curves for each of the evaluated 

architectures. The orange line corresponds to the 

curve of the InceptionV3 architecture; the blue line, 

to the ResNet50 architecture; and the green line, to 

Vgg16 architecture. The ResNet50 architecture 

has better performance, with an area under the curve 

of 0.87. 

This is why some studies[10-12] reported that 26% 

of polyps were not detected during colonoscopy, 

which may contribute to more cases of CRC. By 

2018, there are 1.8 million new cases worldwide 

(IARC, 2018)[1]. This is because several factors af-

fect the adequacy of colon scanning, such as the 

expert’s experience and concentration level 

throughout the working day (related to fatigue), the 

physiological condition of the colon is a blind spot, 

and it is difficult to locate the colonoscopy due to the 

movement of the organ itself and the patient’s pre-

vious colon preparation, The observability of the 

colon wall is determined according to the cleanliness 

of the colon wall[23]. Most of these factors warn that 

colonoscopy is highly dependent on human factors 

and requires a second reader unaffected by these 

factors. In practice, the use of computer tools to 

detect polyps helps to confirm the findings of experts 

and, more importantly, remind experts of possible 

undetected lesions. Therefore, these tools will help 

to reduce the undetected lipid rate of polyps and thus 

reduce the incidence of CRC. 

In order to support CRC diagnosis using tools 

of computer vision, this challenge has been solved as 

follows: 

⚫ Detection, referring to the frame-by-frame binary 

classification of a video into positive class (with 

polyp) and negative class (without polyp); 

⚫ Localization, such as thick delineation (using 

a box) of the lesion on an image containing pol-

yp; 

⚫ Segmentation, as a fine delimitation of the lesion 

(outlining the edge of the polyp). 

The detection of polyps is the primary task 

facing the whole gastrointestinal tract. The post de-

tection task (localization and segmentation) is a 

useful process for the expert because he has detected 

the damage, needs to describe it morphologically, 

and classifies the graphical user interface as the Paris 

Classification[6]. This classification enables you to 

determine the effective management of short-term 

and long-term diseases. Therefore, these tasks de-

pend entirely on the accuracy of previous detection; 

therefore, the proposed method completely focuses 

on the main task required by experts: obtaining co-

lonoscopy images with lesions. In addition, in the 

prior art, the work of processing these tasks[13-15] 

describes the limitations when presenting a flow 

containing at least two tasks. These tasks use dif-

ferent methods for each task, because each task has 

its own degree of completion. Generally speaking, 

the polyps frame is detected by measuring the con-

text or global relationship at the image level; the 

locality and segmentation are analyzed at the pixel 

level by measuring the local relationship. 

In this paper, a robust polyps detection strategy 

is proposed, which is solved as a classification 

problem. In the past five years, due to the develop-

ment of technology, the use of these models has 

increased to a great extent. These technologies re-
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quire a large number of parallel processing and the 

release of millions of gene databases, such as 

ImageNet. This makes it possible to design and train 

highly complex networks, so as to obtain high per-

formance in classification tasks, because it can sim-

ulate the high variability of shape, color and texture. 

However, in the medical field, there is no large 

amount of public annotation data, so these models 

are not considered to be applied to disease screening 

or classification. 

The development of transfer learning technol-

ogy (or transfer learning) provides a solution to solve 

the shortage of medical data. Use the network 

weights of millions of natural image training to start 

a new network and train it with less different data, 

such as images in colonoscopy. Recent studies using 

this stream have shown its ability to appropriately 

summarize the high variability of images with or 

without polyps lesions in colonoscopy in a specific 

database. However, different types of lesions and 

physiological conditions of large intestine are not the 

only source of variation. The lower the expertise of 

the specialist, the videos are likely to have a higher 

number of noisy frames produced by occlusions and 

abrupt movements of the colonoscopy. In addition, 

the capture device is also different in light source 

and visual angle. Therefore, as with existing stud-

ies[13-15], training and validation using a database 

obtained from a specific single gastrointestinal ser-

vice did not cover all the variability of colonoscopy 

image classification tasks. 

Therefore, in this work, we integrated an at-

tached training video with high variability, which 

has not appeared in the current technology when 

collecting security from different databases. This 

method includes: lesions of different sizes, positions 

and shapes; colonoscopy and anal surgery by dif-

ferent gastrointestinal experts; and videos taken 

using different settler reproduction units. Despite 

this variability, the sensitivity and specificity of de-

tecting polyps in colonoscopy sequence were 0.89 

and 0.71. 

11. Conclusion

At present, deep learning method is a promising 

choice, which can be used in classification tasks. 

With the progress of technology and the continuous 

design and evaluation of the network, it is possible to 

integrate a complete set of processes to achieve high 

performance. Through the evaluation of these net-

works, the results show that they can be used as the 

second reader in colonoscopy service. 

It is worth noting that these networks fully 

summarize the high variability of colonoscopy video. 

The results obtained show that the proposed method 

can significantly distinguish images regardless of the 

presence or absence of polyps, regardless of whether 

the specific clinical protocol of video recording re-

fers to the expert executing the capture program and 

equipment. This may be an effective method to re-

duce the detection rate of adenomas for gastrointes-

tinal experts and beginners. 

As future work, the proposed method should be 

tested in a complete colonoscopy procedure and 

assess whether it is possible to implement it in real 

time. In addition, a strategy should be developed to 

not only detect, but also define hazards in the form. 
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