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ABSTRACT

Sign language is a medium of communication for people with hearing and speaking impairment. It uses gestures to convey messages. The proposed system focuses on using sign language in search engines and helping specially-abled people get the information they are looking for. Here, we are using Marathi sign language. Translation systems for Indian sign languages are not much simple and popular as American sign language. Marathi language consists of words with individual letters formed of two letter = Swara + Vyanjan (Mulakshar). Every Vyanjan or Swara individually has a unique sign which can be represented as image or video with still frames. Any letter formed of both Swara and Vyanjan is represented with hand gesture signing the Vyanjan as above and with movement of signed gesture in shape of Swara in Devnagari script. Such letters are represented with videos containing motion and frames in particular sequence. Further the predicted term can be searched on google using the sign search. The proposed system includes three important steps: 1) hand detection; 2) sign recognition using neural networks; 3) fetching search results. Overall, the system has great potential to help individuals with hearing and speaking impairment to access information on the internet through the use of sign language. It is a promising application of machine learning and deep learning techniques.
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1. Introduction

Sign language is an essential mode of communication for people who have speaking or hearing disabilities, but it is not widely used by others. Sign language recognition can help bridge the communication gap between the disabled and other people. Additionally, a tool that searches using sign language has been included for those who struggle with speech clarity and elderly persons who tend to type slowly. The proposed system aims to capture images of hand gestures signing Marathi letters and convert them to equivalent text and feed it to a search engine to retrieve related search results. The Marathi language consists of words with individual letters formed of two parts letter = Swara + Vyanjan (Mulakshar). We are using video preprocessing\(^{[1,2]}\) for Swara determination and image classification\(^{[3,4]}\) for Vyanjan determination. Then we are concatenating the Vyanjan with Swara to determine the letters. Further, the predicted term can be searched on Google using the sign search.

The proposed system emphasizes studying various methods and technologies for sign language recognition and implementing one to model a basic level of sign language support on search engines.
Objective

The proposed system aims to take input as hand gesture images and videos of signing Marathi letters and convert it to text, feeding the text to a search engine to get search results. Various Marathi sign language mulakshar is shown in Figure 1.

Figure 1. Marathi sign language Mulakshar.

2. Literature survey

The analysis of literature encompasses various research papers on sign language recognition, in which various machine learning algorithms are used to detect sign language from images and videos.

Patil et al.\cite{5} details about a series of processing steps which include various computer vision techniques such as the conversion to gray-scale, dilation and mask operation are covered. CNN is used to train the model and identify the pictures. Rani et al.\cite{6} includes gesture classification which contains preprocessing steps and CNN is used as classifier with 2 layers on American sign language (ASL). The challenge encountered was the requirement of square images for CNN implementation in Keras. Sood\cite{7} gives us insight about the technique called transfer learning in combination with data augmentation. Google’s inception v3 model (image recognition model) is implemented in this paper. In the study of Haldera and Tayadeb\cite{3}, pre-processing of images using mediapipe is done to get multi-hand landmarks. Machine learning algorithms and deep learning algorithms like SVM, ANN, KNN, etc., are implemented and compared. Darekar et al.\cite{8} covers Marathi sign language recognition with random forests algorithm, and classifier methods. Overview of entire methodology and image pre-processing is explained. Katoch et al.\cite{1} covers SVM and CNN technique used in combination for sign language recognition and compares their performance metrics. Shinde and Kagalkar\cite{9} covers hidden markov model (HMM), euclidean distance, sensor based, proposed system. In the study of Mali et al.\cite{4}, machine learning model is created using SVM classifier. In this paper accuracy ranges 90%–96.87% when proposed by different people. Subramanian et al.\cite{10} covers methodology using mediapipe for feature extraction and GRU model is used for RNN hand gesture recognition.

3. Proposed methodology

3.1. Dataset creation

Indian (Marathi) sign language consists of signs with hand gestures both stationary as well as in motion. Thus, it is required to create a dataset of images as well as videos for effective recognition. The schematic of the proposed methodology is shown in Figure 2.
1) Image dataset creation

The image dataset includes images of a total 7 Vyanjans in Marathi with around 120 images of each Vyanjan. As the number of categories are more, the dataset needs to be expanded as required. The images of hand gestures are captured through a webcam of resolution 360p and added in respective Vyanjan folders named according to the English phonetics (used in python Indic transliteration library) of the Marathi Vyanjan. Data augmentation\textsuperscript{[11]} is performed to expand the dataset that includes rotation, flipping and adding noise to captured images.

2) Video dataset creation

The video dataset includes videos of motion of hands signing 12 different Swaras in Marathi barakhadi. For each of the 6 Swaras, motions of hand poses signing compound letters of form Vyanjan + Swara, are captured by changing Vyanjan but having same Swara. This is done for all Swaras. The videos are captured through webcam of minimum 30 frames per second rate and every 2nd frame is stored in the dataset that contains maximum 90 frames per video.

3.2. Image preprocessing and classification for Vyanjan recognition

1) Image preprocessing: The images are preprocessed\textsuperscript{[5]}. Before being used for training for efficient feature extraction to detect the shape of the hand gesture signing a particular Vyanjan\textsuperscript{[1,12]}.

a) Median blurring: Median blurring is an image filtering technique performed for reducing noise. The median of 3 × 3 kernel size of image replaces the center pixel value of the image portion covered by the kernel.

b) Morphological operations: These techniques are effectively used for sign language recognition. These operations help to enhance shape of the hand pose in the image. Dilation of image is done as mentioned in Figure 3 followed by erosion as mentioned in Figure 4 for image enhancement. The structuring element S is a kernel of white pixels of dimensions 5 × 5.

Figure 2. Block schematic diagram.

Figure 3. Dilation: I ⊕ S.
c) Skin segmentation: skin segmentation algorithm\textsuperscript{[12]} is implemented to segment hand gesture and eliminate background from input image and convert it to a binary image using special relationship amongst RGB values of skin colour. The pixel colour can be identified as skin colour if the RGB values satisfy the relationship \( r > 90 \) and \( g > 40 \) and \( b > 20 \) and \((\max \text{RGB} - \min \text{RGB}) > 15\) and \( r > g \) and \( r > b \) and \( |r-g| > 15\). The segmented images are binary images of size 100 × 100.

d) Canny edge detection: canny edge detection is used for detecting edges in the image and the edge detected image is given as input to deep learning model for training. The kernels are

\[
\begin{align*}
\text{x-direction kernel} & \quad \begin{pmatrix} -1 & 0 & 1 \\ -2 & 0 & 2 \\ -1 & 0 & 1 \end{pmatrix} \\
\text{y-direction kernel} & \quad \begin{pmatrix} -1 & -2 & -1 \\ 0 & 0 & 0 \\ 1 & 2 & 1 \end{pmatrix}
\end{align*}
\]

2) Model building and training: the above preprocessed and edge detected images are stored as intermediate data and used for training the deep learning recognition models for Vyanjan recognition. Sign language recognition using images is performed with SVM\textsuperscript{[1]} and CNN\textsuperscript{[1,2,13]} the two deep learning techniques under consideration are:

a) Support vector machine:

Support vector machines (SVM) is used for image classification for sign language recognition\textsuperscript{[3,4]}. Herein, it is used for multiclass classification of image dataset for Vyanjan recognition. Support vector classification SVC uses one-vs-one approach for classification implementing \( n \times (n - 1)/2 \) classifiers each classifying data of two training classes. The binary SVC tries to solve the problem

\[
\min_{\omega,b} \frac{1}{2} \omega^T \omega + C \sum_{i=1}^{n} \max(0, 1 - y_i(\omega^T \phi(x_i) + b))
\]

SVC herein uses linear kernel function for classification.

b) 2D convolutional neural networks:
Convolutional neural networks are used for image classification. The input is applied to convolutional layer of 32 filters and 3 × 3 kernel size and uses padding along with ReLu activation function. This layer is followed by pooling layer of with kernel size 2 × 2 and strides =2. Similar set of layers is repeated again followed by dropout layer 0.5 as shown in Figure 5. In the next set the filters are reduced to 16. The layers are flattened and a dense layer of 128 output classes is implemented with ReLu activation function followed by the final output layer of 33 classes with softmax activation function.

3.3. Video classification for Swara recognition

We have used 25 videos per class for video classification. There are total 6 no. of classes. The videos from captured dataset are pre-processed to get uniform dimensions (90, 25, 25, 1) where 90 is maximum frames per video and 25 × 25 is the size of the grayscale frame (number of channels =1). Classification is done through 3D convolutional neural networks\cite{1,2}.

The 3D CNN architecture has input convolutional layer of 32 filters, kernel size 3 × 3 × 3, ReLu activation function and bias initializer as 0.01. The same layer is repeated followed by MaxPooling layer of size 2 × 2 × 2. Next the number of filters in convolutional layers are reduced to 64 and size of the kernel is 3 × 3 × 3 followed by next layer with kernel size 2 × 2 × 2. One more MaxPooling layer is added of size 2 × 2 × 2 and dropout of 0.6 followed by final 3D convolutional layer with 128 filters and kernel size 3 × 3 × 3. All convolutional layers above use ReLu activation. The layers are finally flattened and then dense layers with ReLu activation having output classes 256, dropout 0.7 and another one with output classes 128, dropout 0.5 are added. The final dense output layer has 12 output classes representing each Swara and uses softmax activation.
3.4. Marathi letter prediction on video input data

The recognition is to be performed on video input data signing a compound Marathi letter of form Vyanjan + Swara. Prediction of Vyanjan and Swara is done separately and then both are concatenated to predict the final compound letter.

1) Vyanjan prediction: for predicting Vyanjan, every 2nd frame of input video is preprocessed and given as input to either SVM or CNN image classification model. Predictions for 10 frames are performed and mode of the predictions is considered as the final Vyanjan prediction for the input video.

2) Swara prediction: for Swara prediction, background subtraction algorithm\(^\text{[13]}\) is applied on input video to track changes in consecutive video frames that check if the hand gesture in video is stationary or in motion. MoG background subtraction method is chosen wherein pixel locations of background are represented as Gaussian probability distributions as

\[
F (i_t = \mu) \sum_{i=1}^{k} \omega_{i,t} \cdot \eta (\mu, \sigma)
\]

\(\eta = \text{i-th gaussian component},\)
\(\omega_{i,t} = \text{portion of data accounted by i-th component},\)
\(\mu = \text{intensity mean},\)
\(\sigma = \text{standard deviation}.\)

The presence of a foreground image indicates a frame in motion and absence of a foreground object indicates a stationary frame. Every alternate non-stationary frame is stored and the Swara prediction is done based on the presence of stationary or non-stationary frames as follows:

a) If the number of non-stationary frames in the input video is less than 10, it implies that the hand gesture in the input video is stationary and the signed Marathi letter is a pure Vyanjan with Swara “a”.

b) If the input video contains non-stationary frames, every 2nd frame non-stationary frame is stored and maximum 90 frames per video with dimensions 25 × 25 are given to 3D CNN video classification model for Swara prediction.

3) Output Marathi letter prediction: the Vyanjan and Swara predicted are concatenated together to form the compound letter predicted of form Vyanjan + Swara which is then translated to Marathi output using the Indic transliteration library in python. The output compound letter is displayed in Marathi. Streams of such letters can be predicted to recognize a signed word or sentence.

3.5. Output

Concatenating Vyanjan with Swara to determine letters: once the Vyanjan and Swara are identified, they are concatenated to form letters. In Marathi, a letter is made up of a Vyanjan and a Swara. By concatenating the Vyanjan and Swara, the letters in the video can be determined.

Using transliteration in python to display output in Marathi: to display the output in Marathi, transliteration can be used. Transliteration involves converting the text from one script to another. In this case, the output text in English can be transliterated into the Marathi script using python libraries such as Indic transliteration. The output can then be displayed in the Marathi script for easy readability.

3.6. Implementing sign search

The predicted Marathi output is fed to Google search engine through API key to retrieve search results of the signed term in Marathi.

3.7. Performance evaluation

Performance parameters of the neural network is evaluated as follows:
Confusion matrix is plotted for the model with 33 output classes that gives a clear picture of all TP, FP, TN and FN of all the classes. These values help to determine the following performance evaluation parameters:

1) Precision: \( TP/(TP + FP) \)

   It is the ratio of true positives to all the predicted positive values.

2) Accuracy: \( (TP + TN)/\text{No. of test samples} \)

   It is the ratio of correctly predicted values to the total number of samples.

3) Recall: \( TP/(TP + FN) \)

   It is the ratio of truly predicted positives to the actual number of positive samples.

4) F1-score: \( 2 \times (\text{Precision} \times \text{Recall})/(\text{Precision} + \text{Recall}) \)

   It is the harmonic mean of precision and recall.

4. Result

Table 1. Classification report of SVM.

<table>
<thead>
<tr>
<th></th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
<th>Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.82</td>
<td>0.75</td>
<td>0.78</td>
<td>24</td>
</tr>
<tr>
<td>1</td>
<td>0.88</td>
<td>0.92</td>
<td>0.90</td>
<td>24</td>
</tr>
<tr>
<td>2</td>
<td>0.75</td>
<td>0.88</td>
<td>0.81</td>
<td>24</td>
</tr>
<tr>
<td>3</td>
<td>1.00</td>
<td>0.71</td>
<td>0.83</td>
<td>24</td>
</tr>
<tr>
<td>4</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>24</td>
</tr>
<tr>
<td>5</td>
<td>0.96</td>
<td>0.92</td>
<td>0.94</td>
<td>24</td>
</tr>
<tr>
<td>6</td>
<td>0.66</td>
<td>0.79</td>
<td>0.72</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Accuracy</td>
<td>-</td>
<td>-</td>
<td>0.85</td>
<td>168</td>
</tr>
<tr>
<td>Macro average</td>
<td>0.87</td>
<td>0.85</td>
<td>0.85</td>
<td>168</td>
</tr>
<tr>
<td>Weighted average</td>
<td>0.87</td>
<td>0.85</td>
<td>0.85</td>
<td>168</td>
</tr>
</tbody>
</table>

Table 2. Classification report of CNN.

<table>
<thead>
<tr>
<th></th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
<th>Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.91</td>
<td>0.84</td>
<td>0.87</td>
<td>25</td>
</tr>
<tr>
<td>1</td>
<td>1.00</td>
<td>0.96</td>
<td>0.98</td>
<td>27</td>
</tr>
<tr>
<td>2</td>
<td>1.00</td>
<td>0.95</td>
<td>0.98</td>
<td>21</td>
</tr>
<tr>
<td>3</td>
<td>0.83</td>
<td>0.95</td>
<td>0.89</td>
<td>21</td>
</tr>
<tr>
<td>4</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>22</td>
</tr>
<tr>
<td>5</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>24</td>
</tr>
<tr>
<td>6</td>
<td>0.90</td>
<td>0.93</td>
<td>0.91</td>
<td>28</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Accuracy</td>
<td>-</td>
<td>-</td>
<td>0.95</td>
<td>168</td>
</tr>
<tr>
<td>Macro average</td>
<td>0.95</td>
<td>0.95</td>
<td>0.95</td>
<td>168</td>
</tr>
<tr>
<td>Weighted average</td>
<td>0.95</td>
<td>0.95</td>
<td>0.95</td>
<td>168</td>
</tr>
</tbody>
</table>
Figure 7. 3D CNN Confusion matrix.

Figure 8. Search results when the predicted word “Gat”.

Figure 9. CNN prediction for “Mulakshar” for word “Atak” and search results when the predicted word “Atak”.
Figure 10. SVM confusion matrix.
Table 3. Classification report of 3D CNN.

<table>
<thead>
<tr>
<th></th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
<th>Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.00</td>
<td>0.80</td>
<td>0.89</td>
<td>10</td>
</tr>
<tr>
<td>1</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>6</td>
</tr>
<tr>
<td>2</td>
<td>0.60</td>
<td>1.00</td>
<td>0.75</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>6</td>
</tr>
<tr>
<td>5</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Accuracy</td>
<td>-</td>
<td>-</td>
<td>0.93</td>
<td>30</td>
</tr>
<tr>
<td>Macro average</td>
<td>0.93</td>
<td>0.97</td>
<td>0.94</td>
<td>30</td>
</tr>
<tr>
<td>Weighted average</td>
<td>0.96</td>
<td>0.93</td>
<td>0.94</td>
<td>30</td>
</tr>
</tbody>
</table>

Figure 11. CNN confusion matrix.

Figure 12. 3D CNN prediction for letter “Ka”.

Figure 13. 3D CNN prediction for letter “Ku”.

Confusion Matrix CNN

\[
\begin{bmatrix}
2 & 0 & 0 & 0 & 1 \\
0 & 20 & 0 & 1 & 0 \\
0 & 0 & 20 & 0 & 1 \\
0 & 0 & 0 & 20 & 0 \\
0 & 0 & 0 & 0 & 24 \\
2 & 0 & 0 & 0 & 26
\end{bmatrix}
\]

Accuracy Score is 0.9464285714285714
5. Conclusion

Sign language recognition using machine learning and deep learning techniques has great potential to improve the lives of people with hearing and speaking impairments. This process involves several important steps, including dataset creation, data augmentation, model building, video processing, image preprocessing, Vyanjan determination, feature extraction, and image classification. We can construct precise and dependable models that recognize sign language gestures with high accuracy by carefully performing each step. Video preprocessing for Swara determination, concatenating Vyanjan with Swara to determine letters, and using transliteration in python to display the output in Marathi are critical steps in accurately recognizing letters in a video. The use of advanced techniques such as background subtraction and 3D CNNs helps to improve the accuracy of the model. The use of transliteration helps to make the output more accessible and user-friendly. The recognized text is then used as a query to search engines to extract relevant search results based on the user’s requirements. In the future, the prediction system can be improved by increasing the veracity of training data.

6. Future scope

The proposed system consists of 6 output classes. In future, it can be expanded to 43 output classes for every Mulakshar and Swar in Marathi language.
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