ABSTRACT

As the use of the Internet of Things (IoT) grows exponentially in the medical field, one of the biggest concerns is the safety of patients’ personal health information. Leveraging IoT technology in a modern healthcare environment facilitates precise handling of data and patient monitoring. Healthcare systems are susceptible to security hazards and attacks. The primary objective of malicious operations targeting these systems is to compromise privacy and obtain unauthorized access to internal processes. Consequently, advanced analytics can strengthen IoT security as a whole by facilitating the detection, mitigation, and prevention of such intrusions. The fulfillment of security requirements is crucial for improving the current healthcare system with IoT technologies, and real-world applications can benefit greatly from Machine learning (ML) applications running on authentic datasets. This paper provides framework for detecting malicious activities occurred during data transmission in IoT based health monitoring system using ML approach. In proposed framework we enhanced decision tree algorithm by utilizing oversampling and fine-tuning during training of model. The proposed framework has been analysed using real dataset that contains IoT device data transmission activities that may contain activities generated by malicious nodes. The proposed mechanism achieved an accuracy of 99.6% from the perspective of other compared ML approaches.
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1. Introduction

Innovations in technology in recent times have facilitated the implementation of more precise diagnostic methods, more efficacious patient treatments, and technologies that elevate the standard of living for all. Due to the accelerated advancement of precise medical sensors, IoT-enabled devices and applications have contributed to the pervasive and intelligent nature of healthcare systems[1]. Implantable and wearable medical devices that are capable of collecting, storing, and analysing a vast array of physiological data while the patient is performing normal daily activities are included in IoT-based healthcare[2]. Medical issues can potentially be averted or detected earlier through the use of IoT devices that establish connections with adjacent devices or the cloud[3]. Consequently, IoT-based sensing devices assist healthcare organisations in meeting the growing demand for more efficient and error-free healthcare systems. IoT-based healthcare systems offer a gathering of benefits due to advancements in technology; however, they are also vulnerable to an extensive array of cyber threats. Some of the main threats to security that IoT healthcare are: device manipulation and tampering, denial of service (DoS) attacks, data
breaches and unauthorised access, etc. In an effort to compromise their performance or gather false data, hackers may try to tamper with or manipulate IoT devices. Modifying data from medical devices might have detrimental effects on treatment choices and patient safety. A common example of a security concern\(^5\) is disabling the wireless link of a person’s pacemaker to prevent hijacking. An attacker is capable of causing damage to medical procedures or altering existing ones\(^5\).

Recently, active attacks against healthcare systems and services dependent on the IoT have commenced\(^6\). Additionally, cyberattacks targeting IoT-enabled healthcare systems can substantially impede or suspend medical services\(^7\). For example, consider a scenario in which an unauthorised individual gains access to an infusion device and alters its setting, in order to manage an excessive quantity of insulin to a patient, potentially resulting in critical hypoglycemia\(^8,9\). The distinctive attributes exhibited by individual devices within an IoT framework render traditional security measures ineffectual in detecting threats. This significantly complicates the development of a security mechanism for IoT devices\(^10\). In an effort to expedite the time required to bring their products to market, manufacturers are placing less emphasis on device security. Moreover, backdoors frequently incorporate by IoT device manufacturers enable malicious actors to exploit or gain remote access to the device\(^11\). A significant proportion of IoT devices utilised by end users are connected to the internet devoid of any security protocol. As a result, Internet of Things devices are susceptible to vulnerabilities\(^12\). As a consequence, safeguarding the integrity of the IoT is currently a significant concern. Although Intrusion Detection Systems (IDS) have been in existence for some time, they are currently unsuitable for use with IoT devices and networks due to their limited processing and storage capacities\(^13\). Consequently, it is critical to develop IDS that is IoT-enabled. For IDS training and testing, an effective IoT traffic dataset comprising both benign and malicious IoT traffic is required\(^14\). To evaluate and test IDSs that are supported by the Internet of Things (IoT), a limited number of researchers are endeavouring to compile a suitable IoT dataset\(^15\). Machine learning is a critical component for IoT-enabled healthcare systems to detect intrusions. ML models are capable of simulating the customary operations of medical equipment and systems. Machine learning can identify potential dangers in any deviation from this learned behaviour. They possess the capability to foresee potential vulnerabilities or entry points for attacks and implement preventive measures prior to their conscious awareness. Moreover, solutions powered by ML enable monitoring of IoT devices and network traffic in real time. Moreover, through the perpetual assimilation of real data and the identification of emerging hazards, these models exhibit the capacity to evolve and adapt. Machine learning is capable of analysing the behaviour of devices and users\(^16\). It is able to identify indicators of a security compromise, such as unusual device operation or user access patterns. The major contribution of paper is:

- **To examine role of machine learning in the detection of attacks in patient monitoring healthcare system.** It is essential for identifying attacks in patient monitoring healthcare systems. Machine learning algorithms, namely those utilising anomaly detection, have the capability to acquire knowledge about the typical functioning of patient monitoring systems. Machine learning is utilised in the development of sophisticated Intrusion Detection Systems specifically designed for healthcare system. These systems employ constant surveillance of network activity and possess the ability to promptly identify and address any dubious conduct or breaches in security.

- **To propose a framework that uses enhanced decision tree approach for the detection of attacks from real dataset collected from Kaggle.** Machine learning-based Intrusion Detection Systems (IDS) have the capability to adjust to changing attack methods, hence enhancing the system’s capacity to identify new and unfamiliar security breaches.

- **To analyse the performance of proposed framework with various performance metrics called accuracy, precision, recall and F1 score.**

The paper is divided into five sections. The section 1 provides introduction of ML and IoT for patient
monitoring in healthcare environment, in section 2 review of literature has been presented, section 3 provides proposed framework, in section 4 results and discussion are presented, at last in section 5 conclusion and future research directions has been presented.

2. Review of literature

In this section review of literature on ML based attack detection in IoT based healthcare monitoring environment has been discussed. Here presents an outline to IoT applications in healthcare, focusing on how devices are integrated for patient monitoring, data collecting, and device-to-device communication. Furthermore, learn about the particular security issues in the Internet of medical things, including data privacy, integrity, and authentication, as well as the susceptibility of medical devices to cyberattacks. Moreover, emphasise how ML may be used to identify anomalies or cyberattacks in IoT health. Bharadwaj et al.\[17\] present a novel security design for SHSs that uses ML to detect malicious activities called HealthGuard. By monitoring the patient's vital signs from many SHS-connected devices and comparing them, HealthGuard is able to identify changes in the patient's bodily processes and identify malicious or benign actions. Similarly, a methodology for creating context-aware security solutions for the IoT that can identify fraudulent traffic in IoT use cases was proposed by Hussain et al.\[18\]. An open-source IoT data generating tool called IoT-Flock is at the heart of the suggested framework. In order to build an Internet of Things use case with both benign and malevolent IoT devices, researchers can utilise the IoT-Flock tool to simulate traffic. Moreover, a IDS framework with a high detection rate and a more accurate false alarm rate was constructed by Iwendi et al.\[19\] using a feature optimisation approach that merged a Random Forest (RF) and a genetic algorithm. Similarly, a number of attacks were covered by Butt et al.\[20\], along with their effects on health monitoring systems and some recommendations based on their study. Furthermore, a fog-based attack detection (FBAD) system, suggested by Alrashdi et al.\[21\], suggests utilising an ML to effectively identify harmful actions.

Similarly, an analysis of smart healthcare within the framework of a smart city is provided by Bahalul Haque et al.\[22\], encompassing current and pertinent research domains and their respective applications. The use of modern medical technology in early illness detection and emergency services has been the subject of much discussion. Concerns about privacy and security, as well as the difficulties presented by new technology like wearables and massive healthcare data, are also major themes. In order to create a safe smart healthcare system, Ambarkar and Shekokar\[23\] try to examine the architecture of the system, potential dangers, weaknesses, and security protocols. Furthermore, in order to identify ransomware, Iqbal et al.\[24\] suggest a hybrid approach that uses text, picture data, and application code to decipher encrypted or plain threat language. One of the best advantages for ransomware detection might be the ability to identify potentially harmful content. Moreover, Kalnook and Gourishankar\[25\] create an intelligent intrusion detection system (I-IDS) based on ML models. Data generated in an IoT smart environment is modelled taking both benign and harmful attacks into account. Furthermore, the goal of the model for smart healthcare service security proposed by Choi et al.\[26\] is to build it using the IoT; they present a paradigm for creating security zones for IoT services and apply it to smart healthcare services. We also summarise the security needs for IoT environment.

According to review of literature it has been observed that numerous studies have concentrated on examining Internet of things (IoT) applications, clarifying their executions, contrasting their contributions, and pinpointing unresolved issues. These papers provide valuable insights into crucial elements of IoT security within the healthcare domain. Given the emphasis on machine learning and deep learning, these methods encapsulate the difficulties that intelligent solutions encounter, such as the requirement for a comprehensive and authentic dataset.
3. Proposed framework

In this section, a proposed framework for detection of malicious profiles in IoT based healthcare system has been presented. In proposed framework real dataset is collected from Kaggle which is generated by the IoT-Flock tool. IoT-Flock is a freely available IoT traffic generating tool. It permits a user to construct an IoT use case, add customised IoT devices to it, and produce regular and malicious IoT traffic. The dataset contains activities performed by normal IoT devices and malicious devices. In the generation of data using Flock, two IoT routing protocols are used: CoAP and MQTT. CoAP (Constrained Application Protocol) and MQTT (Message Queuing Telemetry Transport) are simple and effective methods intended for communication in restricted and IoT contexts, respectively. The dataset contains two types of data, such as patient monitoring and environment monitoring, that will be transmitted through MQTT-based devices.

Further, the raw dataset is pre-processed using oversampling methodology in order to retrieve more relevant data as depicted in Figure 1. Preprocessing involves the act of refining and filtering the input data and prior to providing it to a machine learning model. Oversampling is a method employed to tackle imbalances between classes in classification tasks, when one class has a significantly lower number of cases compared to another. In actual datasets, certain classes may exhibit unusual or discrimination, resulting in biased models that exhibit worse performance on the minority class. Oversampling entails generating artificial examples of the underrepresented class to equalise the split of classes.

![Figure 1. proposed framework.](image)

After that ML models are applied to pre-processed data in order to classify normal and malicious activities. In the proposed framework, we apply fine tuning to the decision tree approach in order to achieve better results. Fine-tuning refers to the process of optimising various parameters of a machine learning model in order to enhance its performance.

Additionally, fine-tuning may entail the implementation of regularisation methods to mitigate the risk of overfitting. Regularisation imposes a penalty on intricate models to prevent the inclusion of irrelevant information from the training data and enhance the ability to generalise to unfamiliar data.
4. Results and discussion

In order to implement the proposed mechanism, Python and the Google Collab platform are utilised. The method under consideration employs real datasets collected from Kaggle. The dataset comprises two distinct types of data: environmental monitoring data and patient monitoring data. The dataset comprises two distinct class types, namely malicious and normal.

4.1. Performance metrics used

- Accuracy: It is the fraction of correctly classified instances among all instances.
- Precision: It is defined as the proportion of accurately predicted positive observations to all expected positives.
- Recall: The ratio of accurately anticipated positive observations to all observations in the actual class is calculated by recall.
- F1 score: The harmonic mean of precision and recall is the F1 score. It takes into account both false positives and false negatives.
- Confusion matrix: It displays the true positive, true negative, false positive, and false negative prediction counts.

4.2. Discussion

The performance of proposed framework has been evaluated using four performance metrics such as accuracy, precision, recall and F1 score. Tables 1–4 depicts the comparison of Accuracy, precision, recall and F1 score of proposed enhanced decision tree and other state of art models such as naïve bayes, and logistic regression model and support vector machine. Decision trees are a form of supervised machine learning technique employed for classification and regression applications. It utilises a sequence of inquiries to arrive at decisions. Every internal node in the tree reflects a choice made using a specific characteristic, while each leaf node represents the final conclusion or class label. Furthermore, naive bayes is a probabilistic method primarily employed for classification. The approach relies on Bayes’ theorem and assumes that the characteristics are conditionally independent, given the class label. Despite its seemingly simplistic premise, it frequently demonstrates strong performance, particularly when used to textual data. Moreover, logistic regression is a linear model utilised for the purpose of binary and multiclass classification jobs. The logistic function is used to estimate the likelihood of an instance belonging to a specific class. Contrary to its title, logistic regression is employed for classification tasks rather than regression. The support vector machine (SVM) is a robust and flexible machine learning technique employed for both classification and regression problems. It is used to identify an optimal hyperplane that effectively divides the data points into distinct groups. When the data is not linearly separable, it can employ a kernel method to transform the data into a higher-dimensional space. This enables the identification of a hyperplane that effectively divides the different classes. Furthermore, Figure 2 shows the accuracy comparison, Figure 3 shows the precision comparison, Figure 4 shows the recall comparison, and Figure 5 depicts the F1 score comparison between proposed Decision tree and the other state of art models. According to results in the proposed framework, the rate of accuracy, precision, and F1 score is high from the perspective of other models. In proposed framework the accuracy is 99.69% which is high then other models. Whereas in naïve bayes accuracy is 79.67% which is low as compare to other models. In proposed framework the precision value is 99.37%, recall value is 99.47% and F1 score is 99.63% which is optimal in perspective of other models.
Table 1. Accuracy comparison of proposed approach and other state of art models.

<table>
<thead>
<tr>
<th>Models</th>
<th>Accuracy %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naïve bayes</td>
<td>79.67</td>
</tr>
<tr>
<td>Logistic regression</td>
<td>95.28</td>
</tr>
<tr>
<td>Support vector machine</td>
<td>97.71</td>
</tr>
<tr>
<td>Proposed enhanced decision tree</td>
<td>99.69</td>
</tr>
</tbody>
</table>

Table 2. Precision comparison of proposed approach and other state of art models.

<table>
<thead>
<tr>
<th>Models</th>
<th>Precision %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naïve bayes</td>
<td>99.7</td>
</tr>
<tr>
<td>Logistic regression</td>
<td>90.35</td>
</tr>
<tr>
<td>Support vector machine</td>
<td>94.24</td>
</tr>
<tr>
<td>Proposed enhanced decision tree</td>
<td>99.37</td>
</tr>
</tbody>
</table>

Table 3. Recall comparison of proposed approach and other state of art models.

<table>
<thead>
<tr>
<th>Models</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naïve bayes</td>
<td>52.18</td>
</tr>
<tr>
<td>Logistic regression</td>
<td>99.5</td>
</tr>
<tr>
<td>Support vector machine</td>
<td>96.27</td>
</tr>
<tr>
<td>Proposed enhanced decision tree</td>
<td>99.47</td>
</tr>
</tbody>
</table>

Table 4. F-1 score comparison of proposed approach and other state of art models.

<table>
<thead>
<tr>
<th>Models</th>
<th>F1 score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naïve bayes</td>
<td>68.5</td>
</tr>
<tr>
<td>Logistic regression</td>
<td>94.7</td>
</tr>
<tr>
<td>Support vector machine</td>
<td>94.67</td>
</tr>
<tr>
<td>Proposed enhanced decision tree</td>
<td>99.63</td>
</tr>
</tbody>
</table>

Figure 2. Accuracy comparison of ML approaches.
Figure 3. Precision comparison of ML approaches.

Figure 4. Recall comparison of ML approaches.

Figure 5. F1 score comparison of ML approaches.

5. Conclusion and future directions

Massive volumes of data are generated in IoT instances. With the use of machine learning (ML), this data may be analysed to find patterns that help distinguish between typical data gathered by trustworthy devices and abnormal or malicious data that might indicate an attack. ML methods are quite good at finding anomalies. They are able to recognise typical traffic patterns and issue a warning whenever variations or abnormalities take place. These may be signs of impending attacks or unusual behaviour from the device. In this paper, we suggest an enhanced decision tree model that uses oversampling and fine tuning to find attacks.
in the normal traffic sent by IoT-enabled sensors that are used to keep an eye on patients and the healthcare environment. The dataset is collected from Kaggle. The proposed framework is analysed in Python. The results show that in enhanced DT, the accuracy is 99.6%, which is high compared to the other two models used for comparison. In future investigating privacy-preserving methodologies such as secure multi-party computation or homomorphic encryption in order to analyse data without compromising the privacy of individual users. Moreover, it is intended to develop a ML model that are specifically designed to resist adversarial attacks in the context of IoT healthcare systems.
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